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Executive͓͓s͓ummarƺ͓ ͓͔
Ensuring  a  safe  and  responsibѴe  use  of  ArঞficiaѴ  InteѴѴigence  (AI)  cannot  be  soѴved  aѴone  through                 
technoѴogicaѴ  innovaঞon  and  reguѴaঞon,  in  spite  of  their  importance.  The  advantages  of  AI  hide                
underѴying  probѴemaঞc  aspectsķ  which  can  be  harmfuѴ  to  users  and  need  to  be  resoѴved  to  ensure                  
a  responsibѴe  and  producঞve  use  of  AI  and  its  benefitsĺ  Research  has  aѴready  been  addressing                 
some  of  these  probѴemsķ  such  as  deŊbiasing  AI  to  prevent  discriminaঞonķ  providing  expѴanaঞons               
of   AI   resuѴtsķ   deveѴoping   guideѴines   and   cerঞficaঞon   mechanisms   for   trustworthy   AIĺ     

Howeverķ  many  of  the  probѴems  connected  to  the  use  of  AI  technoѴogies  stem  from   the  Ѵack  of                   
personaѴ  and  societaѴ  experience  with  AI ĺ  They  mirror   not  onѴy  the  biases  and  inequaѴiঞes                
reflected  in  the  data  and  AI  aѴgorithms   but  aѴso  those  from  the  organisaঞonaѴ  and  societaѴ                 
contexts   in  which  AI  is  used  and  designed .   To  fuѴѴy  soѴve  themķ  we  need  to  understand  AI                   
systems  as  socio-technicaѴ  systems Ĺ  they  are  designedķ  buiѴt  and  used  by  peopѴe  in  different                
sociaѴ  contexts  Őeĺgĺ  individuaѴķ  organisaঞonaѴķ  societaѴő  that  coŊdetermine  their  interpretaঞon  and             
understandingķ   the   nature   of   their   use   and   the   consequences   thereofĺ     

How  peopѴe  conceive  of  AI,  to  what  extent  they  understand  its  Ѵimitaঞons,  determines  how                
they  wiѴѴ  perceive  the  resuѴts  of  AI  systems  and  any  possibѴe  consequences  of  their  use.   In  order                   
to  reaѴize  harm-free  advantages  of  AI,  it  is  necessary  that  we  cross  the  experience  gap:  both  in                   
private  and  professionaѴ  use.   The  experience  gap  is  the  difference  between  the  experience  that                
peopѴe  have  with  AI  on  a  dayŊtoŊday  basis  and  the  experience  that  they  need  in  order  to                   
understand   AI   at   the   ѴeveѴ   necessary   to   harness   its   benefits   and   avoid   its   dangersĺ     

The  Reflecঞve  AI  framework  describes  three  main  ѴeveѴs  where  intervenঞons  are  neededĹ              
end-users,  AI  deveѴopers  and  designers,  AI  reguѴators ĺ  For   end-users,  a  be�er  understanding  of               
key  properঞes  of  AI  is  in  the  centre  of  the  frameworkĺ  To  achieve  thisķ  soѴuঞons  that  aѴѴow  and                    
support   experienঞaѴ  Ѵearning  about  key  properঞes  of  AI  that  are  normaѴѴy  hidden  from  users                
need  to  be  deveѴopedĺ  Regarding  AI   deveѴopers  and  designers,   the  framework  is  concerned  with                
what  they  need  to  understand  about  user  needs  and  what  changes  in  their  work  pracঞces  are                  
required  to  be  abѴe  to  support  the  endŊusers  be�er  in  achieving  reflecঞve  AI  useĺ  At  the  ѴeveѴ  of                    
AI  reguѴators  the  framework  highѴights  the  chaѴѴenge  of  how  pubѴic  poѴicies  couѴd  support  the                
deveѴopment   of   a   be�er   understanding   of   AI   among   endŊusersĺ     

ImpѴemenঞng  a  transdiscipѴinary  and  parঞcipatory  approach  that  invoѴved  researchers  and            
societaѴ  actors  from  different  areasķ  the  foѴѴowing  main  observaঞons  for  further  research  and               
pracঞce   towards   the   vision   of   Reflecঞve   AI   were   idenঞfiedĹ   

Ɛ)  EnabѴing  peopѴe  to  understand  AI  and  the  consequences  of  its  use  and  design  is  more                  
chaѴѴenging  than  previousѴy  thought.  The  risks  of  AI  stem  not  onѴy  from  probѴemaঞc               
technoѴogicaѴ  designsķ  but  aѴso  from  the  Ѵack  of  awareness  of  endŊusers  and  societaѴ  stakehoѴders                
about   consequences   of   an   uncriঞcaѴ   appѴicaঞon   of   AI   and   unquesঞoned   reѴiance   on   its   resuѴtsĺ     
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In  this  report   we  suggest  a  new  framework  for  the  deveѴopment  and  use  of  AI  technoѴogies  in                   
a  way  that  harnesses  the  benefits  and  prevents  the  harmfuѴ  effects  of  AI ĺ  We  name  it                  
Reflecࢼ�e  AI .   The  noঞon  of  Reflecঞve  AI  that  we  propose  caѴѴs  for  adopঞng  a  hoѴisঞc  approach                  
in  the  research  and  deveѴopment  of  AI  to   invesঞgate  both  �ha|  peopѴe  need  to  Ѵearn  about  AI                   
systems  to  deveѴop  be�er  mentaѴ  modeѴs  iĺeĺ  an   experienঞaѴ  knowѴedge  of  AI ķ  to  be  abѴe   to                  
use   it   safeѴy   and   responsibѴy ķ   as   weѴѴ   as    ho�    this   can   be   done    and   supportedĺ     



  

  

  

Ƒ)  AI  needs  to  be  demysঞfied  in  order  to  overcome  the  experience  gap  and  reach  AI  Ѵiteracy  to                    
ensure  producঞve  and  responsibѴe  use.   Future  research  needs  to  be�er  understand             
misconcepঞons   of   AI   and   the   AI   experience   gap   and   find   soѴuঞons   to   overcome   themĺ   

ƒ)  AI  modeѴs  need  to  be  interpretabѴe  by  design.  InterpretabiѴity  of  AI  is  a  prerequisite  for                  
reѴiabѴe  expѴanaঞons  and  reflecঞve  use  of  AI  by  end-users,  deveѴopers  and  designers  aѴike ĺ               
Research  on  interpretabѴe  machine  Ѵearning  combined  with  humanŊAI  interacঞon  and  AI  ethics  is               
cruciaѴ  for  the  deveѴopment  of  trustworthy  AI  systems  that  are  verifiabѴe  by  experts  and  whose                 
workings   and   consequences   can   be   appropriateѴy   expѴained   to   Ѵay   endŊusers   and   stakehoѴdersĺ   

Ɠ)  Designing  for  Reflecঞve  AI  experiences  requires  changes  in  work  pracঞces  of  AI  deveѴopers                
and  designers.   Future  AI  deveѴopment  shouѴd  be  more  interdiscipѴinary  by  definiঞonĺ  User              
experience  design  shouѴd  make  inherent  properঞes  and  risks  of  AI  modeѴs  visibѴe  Őeĺgĺ  sensiঞvityķ                
diversityķ  privacyőķ  without  overburdening  the  usersĺ  Educaঞng  user  experience  designers  is             
cruciaѴķ   as   their   work   shapes   the   percepঞons   and   use   of   AI   systemsĺ     

Ɣ)  Reflecঞve  adopঞon  of  AI  innovaঞons  in  organisaঞons  requires  changes  in  organisaঞonaѴ              
vaѴues,  vaѴue  chains  and  processes  to  aѴign  with  the  needs  of  different  actors.   Apparent                
tradeŊoffs  between  commerciaѴ  goaѴsķ  the  vaѴues  of  the  users  and  the  principѴes  of  transparencyķ                
fairness  and  expѴainabiѴity  need  to  be  consciousѴy  resoѴved  by  reconsidering  company  vaѴues  and               
commerciaѴizaঞon  modeѴsĺ  This  requires  parঞcipaঞve  processes  that  address  the           
interdependencies  and  enabѴe  diaѴogue  between  different  actors  Őeĺgĺ  empѴoyees  and  managersķ             
AI  deveѴopers  and  AI  usersőĺ  EstabѴishing  organisaঞonaѴ  Ѵaboratories  for  Reflecঞve  AI  experiences              
can   faciѴitate   organisaঞonaѴ   Ѵearning   about   AI   and   its   potenঞaѴs   for   the   organisaঞonĺ     
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˟̮͓͓I͓ntroduction͓ ͓͔
AI  is  increasingѴy  used  by  onѴine  pѴa�orms  and  systems  that  are  part  of  our  daiѴy  Ѵivesĺ  It  pѴays  a                     
growing  roѴe  in  determining  how  we  access  and  consume  informaঞonķ  how  we  make  judgements                
based  on  it  and  how  we  interact  and  perceive  each  otherĺ  AI  promises  great  benefits  for  deaѴing                   
with  compѴex  situaঞons  and  for  enhancing  human  cogniঞonĺ   A  producঞve  and  responsibѴe  use               
of  AI  promises  many  benefits,  from  be�er  medicaѴ  therapies  and  decision-making  in  compѴex               
situaঞons,  to  safer  traffic,  fighঞng  cѴimate  change  and  supporঞng  sustainabiѴity,  to  fostering              
creaঞvity  and  Ѵearning,  to  name  but  a  fewĺ  Howeverķ  there  has  been  an  increasing  awareness                 
that  the  advantages  of  AI  aѴso  hide  underѴying  probѴemaঞc  aspectsķ  which  can  be  harmfuѴ  to                 
users   and   that   need   to   be   resoѴved   to   ensure   a   responsibѴe   and   producঞve   use   of   AIĺ     

AI  systems  and  technoѴogies  have  important  Ѵimitaঞons  and  these  require  carefuѴ  consideraঞon             
in  the  design  and  use  of  AI.  AI  is  dataŊdriven  but  designedķ  buiѴt  and  used  by  peopѴeĹ  as                    
individuaѴsķ  as  organisaঞons  and  as  society  as  a  whoѴeĺ  AѴѴ  of  these  are  sources  of  ľimperfecঞonsĿĺ                  
Data  can  be  incompѴeteķ  unrepresentaঞve  and  biasedĺ  PeopѴeķ  organisaঞons  and  socieঞes  can  be               
biasedķ   unfair   and   discriminaঞng   in   their   behaviourķ   decisions   and   beѴiefsĺ     

It  is  no  news  anymore  that  these  probѴemaঞc  aspects  have  found  their  ways  into  AI  systems  we                   
buiѴd  and  useĺ  They  are   sources  of  probѴems  that  can  cause  societaѴ  harm  and  prevent  a                  
producঞve  and  beneficiaѴ  use  of  AI ĺ  AI  systems  have  been  found  to  mirror  exisঞng  historicaѴķ                 
cuѴturaѴķ  genderķ  economic  and  poѴiঞcaѴ  inequiঞes  Őeĺgĺ  BoѴukbasi  et  aѴĺķ  ƑƏƐѵĸ  Lambrecht  ş               
Tuckerķ  ƑƏƐƖőķ  unѴess  expѴicitѴy  designed  not  to  do  soĺ  Deep  Ѵearning  has  been  criঞcized  for                 
inducing  a  faѴse  sense  of  certainty  in  the  accuracy  of  its  resuѴts  ŐGuoķ  ƑƏƐƕĸ  Buschj࢜ger  et  aѴĺķ                   
ƑƏƑƏőĺ  The  use  of  AI  can  intensify  discriminatory  pracঞces  ŐDasঞnķ  ƑƏƐѶĸ  Raghavan  et  aѴĺķ  ƑƏƑƏĸ                 
HiѴѴķ  ƑƏƑƏő  or  reinforce  exisঞng  human  biases  such  as  confirmaঞon  bias  ŐNickersonķ  ƐƖƖѶő  and                
sociaѴ  phenomena  such  as  herding  ŐMichaeѴ  ş  O�erbacherķ  ƑƏƐƓĸ  Raafat  et  aѴĺķ  ƑƏƏƖő  and                
echoŊchambers  ŐGarre�ķ  ƑƏƐƐĸ  Qua�rociocchi  et  aѴĺķ  ƑƏƐѵőĺ  This  can  intensify  poѴarizaঞon  of  the               
pubѴic  discourse  ŐAdamic  ş  GѴanceķ  ƑƏƏƔĸ  DeѴ  Vicario  et  aѴĺķ  ƑƏƐѵĸ  DeѴ  Vicario  et  aѴĺķ  ƑƏƐƕő  and                  
contribute  to  the  spread  of  onѴine  manipuѴaঞon  and  misinformaঞon  ŐDeѴ  Vicario  et  aѴĺķ  ƑƏƐѵĸ                
Vehof  et  aѴĺķ  ƑƏƐƖőĺ  Such  potenঞaѴ  harms  of  AI  pose  a  fundamentaѴ  chaѴѴenge  to  democraঞc                 
socieঞes  because  they  can  decrease  trust  in  fair  treatment  and  in  the  transparency  of  democraঞc                 
processesĺ   

Research  has  aѴready  been  addressing  some  of  these  probѴems  in  different  waysĹ  deŊbiasing  AI  to                 
prevent  discriminaঞon  ŐRaghavan  et  aѴĺķ  ƑƏƑƏőķ  providing  expѴanaঞons  of  AI  resuѴts  ŐAbduѴ  et  aѴĺķ                
ƑƏƐѶĸ  Biran  ş  Co�onķ  ƑƏƐƕőķ  creaঞng  guideѴines  and  cerঞficaঞon  mechanisms  for  trustworthy  AI               
ŐAI  HLEGķ  ƑƏƐƖĸ  Brundage  et  aѴĺķ  ƑƏƑƏőĺ  But   many  of  these  probѴems  cannot  be  soѴved  pureѴy                  
technoѴogicaѴѴy,  as  they  aѴso  stem  from  the  Ѵack  of  personaѴ  and  societaѴ  experience  with  AI  and                  
from  the  biases  of  sociaѴ  contexts  in  which  AI  is  designed  and  used.  To  fuѴѴy  address  themķ   we                    
need  to  understand  AI  systems  as  socio-technicaѴ  systems.  Systems  that  are   designed,  buiѴt  and                
used  by  peopѴe  in  different  sociaѴ  contexts  Őeĺgĺ  individuaѴķ  organisaঞonaѴķ  societaѴő  that              
coŊdetermine  their  interpretaঞon  and  understandingķ  the  nature  of  their  use  and  the              
consequences   thereofĺ     
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How  peopѴe  conceive  of  AI,  to  what  extent  they  understand  its  Ѵimitaঞons,  strongѴy               
determines  how  they  wiѴѴ  perceive  the  resuѴts  of  AI  systems  and  any  possibѴe  consequences                
of  their  use.  It  is  not  onѴy  the  generaѴ  pubѴic  that  o[en  reѴates  AI  to  a  ľmysঞcaѴĿ  inteѴѴigence                    
from  SciFi  moviesķ  unaware  that  AI  is  present  in  many  daiѴy  acঞviঞes  they  perform ,   such  as                  
browsing  on  the  Internet  or  in  the  feeds  of  their  sociaѴ  networksĺ   Misconcepঞons  about  the                 
nature  and  the  behaviour  of  AI  systems  are  aѴso  heѴd  by  decision-makers  or  poѴicy-makers                
when   they   make   decisions   that   affect   individuaѴs   and   society   aѴike    ĺ     



  

  

  

What  the  dataŊdriven  and  probabiѴisঞc  nature  of  AI  technoѴogies  impѴy  for  their  resuѴts  and  the                 
unintended  effects  of  their  use  is  hard  to  intuiঞveѴy  understandĺ  The  misconcepঞons  of  AI  and                 
the  Ѵack  of  an  underѴying  understanding  of  the  behaviour  of  AI  systems  Ѵead  to  wrong                 
expectaঞons  and  unreflected  useĺ  This  threatens  the  producঞve  use  of  AI  to  the  benefit  of                 
individuaѴsķ   organisaঞons   and   the   society   as   a   whoѴeĺ     

We  thereby  understand  the  term  of   Reflecࢼve  AI  as  a  broad  umbreѴѴa  connecঞng  different                
chaѴѴenges  and  research  direcঞons  that  are  required  to  reach  its  goaѴsĺ  Some  of  the  guiding                 
quesঞons  that  have  informed  our  iniঞaѴ  concepঞon  of  the  probѴem  and  soѴuঞon  space  of                
Reflecࢼve   AI    incѴude   Őbut   are   not   Ѵimited   toőĹ   

Ɛĺ How  can  we  enabѴe  peopѴe  to  deveѴop  an  appropriate   experienࢼal  understanding  of  AI               
that   enabѴes   them   to   reflect   on   their   use   of   AI   and   its   personaѴ   and   societaѴ   impact?     

Ƒĺ How  can  we  design  environments  that  encourage  criঞcaѴ  reflecঞon  on  the  behaviour  of               
AI   systemsķ   their   resuѴts   and   the   informaঞon   they   mediate?   

ƒĺ What  eѴse  is  needed  so  that   Reflecࢼve  AI  effecঞveѴy  Ѵeads  to  more  responsibѴe  use  of  AI                  
aѴѴowing   peopѴe   and   socieঞes   to   harness   its   benefits   and   prevent   harm?   

Ɠĺ What  normaঞve  understandings  and  probѴems  from  the  sociaѴķ  ethicaѴ  and  democraঞc             
perspecঞves  shouѴd  be  considered  when  defining  the  noঞon  of  reflecঞve  informaঞon             
processing   and   enabѴing    Reflecࢼve   AI    soѴuঞons?   

  
Ɛ.Ɛ   Purpose   and   goaѴs   of   the   report   

This  report  seeks  to  map  out  a  variety  of  perspecঞves  from  different  scienঞfic  discipѴinesķ                
research  areas  and  societaѴ  actorsķ  as  to  what  consঞtutes  the  main  probѴems  and  chaѴѴengesķ                
possibѴe   soѴuঞon   approaches   and   promising   research   direcঞons   for   the   idea   of    Reflecࢼve   AI ĺ     

The  wide  scope  of  our  noঞon  of  Reflecঞve  AI  is  deѴiberateĺ  It  seeks  to  provide  a  broad  frame  of                     
orientaঞon  that  can  heѴp  reѴate  and  connect  the  many  different  discipѴines  and  research  areas                
whose  contribuঞons  wiѴѴ  be  required  to  address  this  chaѴѴenge  that  is  transdiscipѴinary  by  its  very                 
natureĺ  Instead  of  defining  the  probѴem  in  terms  of  the  perspecঞve  and  knowѴedge  of  a  specific                  
discipѴineķ  we  askĹ   �ha|  peuvpecࢼ�ev  and  kno�Ѳedge  need  |o  be  buo�gh|  |oge|heu  |o  �ndeuv|and  and                 
v�ccevvf�ѲѲ�   adduevv   |he   chaѲѲengev   |ha|   aue   highѲigh|ed   b�   |he   noࢼon   of   Reflecࢼ�e   AIĴ   
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This  is  ѴargeѴy  due  to  the  compѴex  and  hidden  properঞes  of  AI  behaviour  that  are  neither                  
readiѴy  observabѴe  nor  easiѴy  understandabѴe  for  peopѴeķ  whiѴe  influencing  the  effects  of  AI  on                
individuaѴs  and  society  Őeĺgĺķ  radicaѴizaঞon  on  YouTube  ŐKaiser  ş  Rauchfleischķ  ƑƏƐѶĸ  Ribeiro  et               
aѴĺķ  ƑƏƑƏőķ  the  rabbit  hoѴe  effect  ŐOĽCaѴѴaghan  et  aѴĺķ  ƑƏƐƔőķ  privacy  risks  ŐLarson  et  aѴĺķ  ƑƏƐƕőķ                  
heaѴth   and   pubѴic   safety   ŐWhi�aker   et   aѴĺķ   ƑƏƐѶőőĺ     

The  noঞon  of   Reflecࢼ�e  AI  therefore  caѴѴs  for  the  invesঞgaঞon  and  deveѴopment  of  new                
approaches  that  can  enabѴe  a  more   ueflecࢼ�e  �ve  and  devign  of  AI   |ha|  empo�eu  peopѲe  and  |he                   
vocie|�   a|   Ѳauge   |o   haunevv   |he   benefi|v   and   a�oid   |he   po|enࢼaѲѲ�   haumf�Ѳ   effec|v   of   AI ĺ     

Addressing  this  chaѴѴenge  requires  noveѴ  approaches  that  acknowѴedge  but  go  beyond  the              
exisঞng  technoѴogicaѴ  soѴuঞons  Őeĺgĺ  expѴainabiѴityķ  deŊbiasingķ  fairnessķ  trustworthy  AIő  by            
understanding   AI  systems  as  socio-technicaѴ  systems   and   by   increasing  the  capabiѴiঞes  of              
peopѴe  and  socieঞes  to  producঞveѴy  reflect  on  the  nature  and  consequences  of  their  use  of                 
AI.   



  

  

  

Against  this  backgroundķ  this  report  presents  the  insights  and  findings  of  the  pѴanning  grant                
project   Reflecࢼve  AI  funded  by  the  VoѴkswagen  Foundaঞon  and  of  its  outreach  to  a  broader                 
community   of   researchersķ   pracঞঞoners   and   societaѴ   stakehoѴdersĺ     

The  originaѴ  project  grant  invoѴved  three  partnersĹ  the  European  Insঞtute  for  Parঞcipatory  Mediaķ               
Radboud  University  and  the  TechnicaѴ  University  Dortmundĺ  Howeverķ  in  order  to  expand  the               
range  of  perspecঞves  the  project  has  reached  out  to  a  broader  research  community  and  societaѴ                 
stakehoѴdersĺ     

In  an  onѴine  workshop  ľ Reflecࢼve  AI  in  a  digital  society Ŀ  in  May  ƑƏƑƏ  we  brought  together                  
researchers  and  pracঞঞoners  from  academia  and  industry  from  a  wide  range  of  fieѴdsĹ  from                
ArঞficiaѴ  InteѴѴigence  and  Machine  Learningķ  HCI  and  Interacঞve  Systems  to  ComputaঞonaѴ  SociaѴ              
Scienceķ  Communicaঞon  Scienceķ  Educaঞon  and  PhiѴosophyĺ  This  was  accompanied  by  a  series  of               
expert  interviews  to  eѴicit  views  and  insights  from  even  a  broader  range  of  pracঞঞoners  and                 
stakehoѴders  from  pubѴic  organizaঞons  and  companiesķ  onѴine  media  pѴa�orms  and  journaѴistsķ             
schooѴs   and   universiঞesķ   and   from   specific   fieѴds   of   research   Őeĺgĺ   AI   Ѵiteracyķ   humanŊcentered   AIőĺ   

Workshop  parঞcipants  have  been  invited  to  contribute  to  parts  of  this  report  and  those  who                 
have  provided  such  contribuঞons  have  been  incѴuded  as  coŊauthorsĺ  Parঞcipants  who  didnĽt              
provide  contribuঞons  to  the  report  directѴyķ  but  parঞcipated  in  the  workshop  have  been               
acknowѴedged  as  workshop  parঞcipantsĺ  AѴѴ  experts  and  stakehoѴders  who  took  part  in  the               
interviews   and   reviewed   the   report   have   aѴso   been   acknowѴedged   in   the   Ѵist   of   consuѴted   expertsĺ   

This  report  thus  synthesizes  the  main  findings  from  this  expѴoraঞve  and  coѴѴaboraঞveķ              
transdiscipѴinary  process  to  map  out  the  theme  and  research  direcঞons  of  what  we  see  as  an                  
emerging  fieѴd  of   Reflecࢼve  AI ĺ  We  hope  that  this  can  provide  an  impuѴse  for  new  approaches  in                   
research  and  pracঞce  on  achieving  the  vision  of  empowering  a  responsibѴe  use  and  design  of  AI                  
that   harnesses   its   benefits   and   avoids   potenঞaѴ   harmĺ   
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ˠ̮͓͓W͓hat͓͓i͓s͓͓R͓eǍective͓͓A͓I͓͓a͓nd͓͓w͓hƺ͓͓i͓s͓͓i͓t͓͓n͓eeded̯͓ ͓͔
This  chapter  describes  and  moࢼvates  the  noࢼon  and  vision  of  Reflecࢼve  AI  in  more  detail  and  from                   
different   perspecࢼves.   What   are   the   main   problems   and   challenges   it   addresses   and   why   is   it   needed?   

The  a�enঞon  to  the  chaѴѴenge  of  ensuring  that  AI  technoѴogies  are  used  in  a  safe  and                  
responsibѴe  way  that  prevents  harmfuѴ  individuaѴ  and  societaѴ  effects  is  not  new.  AѴready  in  earѴy                 
AI  researchķ  societaѴ  and  ethicaѴ  issues  have  been  pointed  toĹ  eĺgĺ  from  the  expectaঞons  and                 
premises  associated  with  different  visions  of  arঞficiaѴ  inteѴѴi gence  ŐWeizenbaumķ  ƐƖƕѵĸ  McCarthyķ             
ƐƖƕƖĸ  Versenyiķ  ƐƖƕƓĸ  Pan ࢞,   ƐƖƕƒőķ  to  expѴainabiѴity  of  expert  systems  ŐCѴanceyķ  ƐƖѶƒőķ  to  sociaѴ                
impѴicaঞons  and  ethicaѴ  chaѴѴenges  in  specific  domains  Őeĺgĺ  Bodenķ  ƐƖƕѶĸ  SzoѴovits  ş  Paukerķ               
ƐƖƕƖĸ   Lustedķ   ƐƖƕѶĸ   Croyķ   ƐƖѶƖőĺ   

More  recentѴyķ  a  number  of  research  perspecঞves  have  been  formuѴated  that  emphasize  different               
chaѴѴenges  and  soѴuঞon  approaches  to   ensuring  a  safe  and  beneficiaѴ  use  of  AI  in  societyĺ  This                  
research  has  been  refe rred  to  under  many  different  themes  and  approachesķ  from   RevponvibѲe  AI                
ŐDignumķ  ƑƏƐƕĸ  FjeѴd  et  aѴĺķ  ƑƏƑƏő  to   E�pѲainabѲe  AI  Ősee  reviews  in  eĺgĺ  Arrieta  et  aѴĺķ  ƑƏƑƏĸ  Biran                    
ş  Co�onķ  ƑƏƐƕĸ  AbduѴ  et  aѴĺķ  ƑƏƐѶĸ  Langer  et  aѴĺķ  ƑƏƑƐő  and   Tu�v|�ou|h�  AI  ŐAI  HLEGķ  ƑƏƐѶĸ                   
ChaঞѴa   et   aѴĺķ   ƑƏƑƐĸ   Brundage   et   aѴĺķ   ƑƏƑƏőķ   to   m ost   recentѴy    AI   Li|euac�    ŐLong   ş   Magerkoķ   ƑƏƑƏőĺ   

Our  noঞon  of   Reflecࢼ�e  AI  shares  the  underѴying  concerns  and  some  premises  of  these                
perspecঞves  but  it  aѴso  differs  in  a  specific  focus  that  we  see  as  underrepresentedĺ  In  the  next                   
secঞons  we  first  review  common  risks  and  harms  of  an  unreflected  use  of  AI  and  the  approaches                   
of  the  above  perspecঞves  on  ensuring  a  safe  and  responsibѴe  design  and  use  of  AIĺ  In  doing  so                    
we   highѴight   the   reѴaঞon   to   and   differences   to   our   noঞon   of   Reflecঞve   AIĺ    

Ƒ.Ɛ   The   risks   and   harms   of   unreflected   use   of   AI   

In  the  Ѵast  decade  there  has  been  a  rising  awareness  about  the  advantages  of  AI  hiding                  
underѴying  probѴemaঞc  aspectsķ  which  can  be  harmfuѴ  to  users  as  individuaѴs  and  the  broader                
society   aѴikeĺ     

This  starts  aѴready  with  what  one  couѴd  consider  mundane  daiѴy  acঞviঞes  which  peopѴe  perform                
without  a  second  thoughtĺ  For  instanceķ  many  of  our  everyday  acঞons  are  supported  by                
recommender  aѴgorithms  predicঞng  what  music  we  Ѵikeķ  which  shows  to  watchķ  what  news  feeds                
to  read  and  what  items  to  shop  next  ŐKonstan  ş  RiedѴķ  ƑƏƐƑaķbőĺ  Such  recommender  systems  are                  
effecঞve  AI  tooѴs  that  heѴp  users  to  overcome  informaঞon  overѴoadķ  though  some  worries  have                
been  voiced  that  they  might  Ѵead  to  fiѴter  bubbѴes  ŐPariserķ  ƑƏƐƑő  by  intransparentѴy  Ѵimiঞng  the                 
content   and   informaঞon   to   which   users   are   exposedĺ     

Moreoverķ  as  business  modeѴs  of  onѴine  companies  are  o[en  based  on  capঞvaঞng  users  to  spend                 
as  much  ঞme  as  possibѴe  with  their  contentķ  the  design  of  such  aѴgorithms  can  be  biased  towards                   
arঞficiaѴѴy  keeping  users  a�enঞonķ  not  aѴigned  with  the  actuaѴ  vaѴue  for  the  user  Őeĺgĺ  soŊcaѴѴed                 
cѴickbaiঞng  ŐPo�hast  et  aѴĺķ  ƑƏƐѵőőĺ  This  might  aѴso  occur  inadvertentѴyķ  for  exampѴeķ  as  NeiѴ  Hunt                 
argued  in  his  keynote  at  REcSys  ƑƏƐƓ  the  Ne�ѴixĽs  otherwise  effecঞve  recommendaঞon              
aѴgorithm  might  in  some  cases  actuaѴѴy  be  reinforcing  binge  watching  rather  than  adding  vaѴue  for                 
the   user ĺ   1

Perhaps  even  more  pressingѴy  from  the  perspecঞve  of  societaѴ  consequencesķ  AI  systems  can               
reinforce  exisঞng  human  biases  such  as  confirmaঞon  bias  ŐNickersonķ  ƐƖƖѶő  and  sociaѴ              
phenomena  such  as  herding  ŐMichaeѴ  ş  O�erbacherķ  ƑƏƐƓĸ  Raafat  et  aѴĺķ  ƑƏƏƖő  and               
echoŊchambers  ŐGarre�ķ  ƑƏƏƖĸ  Qua�rociocchi  et  aѴĺķ  ƑƏƐѵőĺ  In  this  contextķ  echoŊchambers  are              
defined  as  ideoѴogicaѴѴy  homogeneous  onѴine  spaces  of  ѴikeŊminded  individuaѴs  where  peopѴe             
reinforce  each  otherŝs  beѴiefs  which  resuѴts  in  aমtude  poѴarizaঞon  ŐAdamic  ş  GѴanceķ  ƑƏƏƔĸ  DeѴ                

1   h�ps:ņņyoutu.beņѴYcDRѶzŊrRY    Őfrom   Ɣѵ:ƏƏ   onő   
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https://youtu.be/lYcDR8z-rRY


  

  

  

Vicario  et  aѴĺ  ƑƏƐƔĸ  DeѴ  Vicario  et  aѴĺķ  ƑƏƐƕőĺ  The  idea  of  echo  chambers  is  based  on  two  main                     
componentsĹ  Ɛő  aѴgorithmic  curaঞon  through  which  peopѴe  onѴy  get  recommendaঞons  for  types              
of  informaঞon  they  have  previousѴy  engaged  with  andņor  Ѵiked  and  Ƒő  seѴecঞve  exposure  Ŋ  a                 
behavioraѴ  aspect  that  points  towards  the  tendency  among  peopѴe  to  group  together  with               
ѴikeŊminded  others  ŐCardenaѴ  et  aѴĺķ  ƑƏƐƖĸ  WoѴѴebaek  et  aѴĺķ  ƑƏƐƖőĺ  Some  schoѴars  have  pointed                
out  that  echo  chambers  threaten  a  heaѴthy  pubѴic  Ѵife  by  increasing  group  poѴarizaঞon  Őas  echo                 
chambers  are  devoid  of  aমtudeŊchaѴѴenging  contentķ  Bakshy  et  aѴĺķ  ƑƏƐƔőķ  audience             
fragmentaঞon   and   the   circuѴaঞon   of   fake   news   ŐCardenaѴ   et   aѴĺķ   ƑƏƐƖőĺ     

YouTube  is  a  prominent  exampѴe  of  a  sociaѴ  network  where  AI  recommendaঞons  can  push  users                 
further  down  the  ľrabbit  hoѴeĿ  of  right  wing  radicaѴizaঞon  ŐOĽCaѴѴaghan  et  aѴĺķ  ƑƏƐƓőĺ  Ribeiroķ                
O�oniķ  Westķ  AѴmeida  and  Meira  ŐƑƏƑƏő  invesঞgated  the  soŊcaѴѴed  radicaѴizaঞon  pipeѴine  on              
YouTube  by  anaѴysing  over  ƒƏƏķƏƏƏ  videos  from  channeѴs  of  the  InteѴѴectuaѴ  Dark  Webķ  AѴtŊLite                
and  AѴtŊRightĺ  They  found  that  these  three  groups  increasingѴy  share  the  same  user  baseķ  that                 
users  migrate  from  miѴder  to  more  extreme  content  Őusers  that  iniঞaѴѴy  comment  onѴy  on  IDW  or                  
AѴtŊLite  content  Ѵater  comment  on  AѴtŊRight  contentőķ  and  that  aѴtŊѴite  content  is  easiѴy  reachabѴe                
from  IDW  channeѴs  and  aѴtŊright  through  both  IDW  and  aѴtŊѴite  channeѴs  through              
recommendaঞonsĺ  Through  exampѴes  Ѵike  this  we  see  how  behavioraѴ  pa�erns  and  cogniঞve              
biases  couѴd  be  reinforced  through  the  use  of  AI  technoѴogiesķ  which  Ŋ  especiaѴѴy  when                
aggregated  on  a  massive  scaѴe  Ŋ  can  contribute  to  the  deveѴopment  of  extremist  beѴiefs  that  are                  
harmfuѴ   for   democraঞc   socieঞes   and   pubѴic   discoursesĺ     

Furthermoreķ  recommender  systems  have  been  shown  to  mirror  exisঞng  historicaѴķ  cuѴturaѴķ             
genderķ  economic  and  poѴiঞcaѴ  inequiঞes  Őeĺgĺ  BoѴukbasi  et  aѴĺķ  ƑƏƐѵĸ  Lambrecht  ş  Tuckerķ  ƑƏƐƖőķ                
whiѴe  deep  neuraѴ  networks  have  been  criঞcized  for  inducing  a  faѴse  sense  of  certainty  in  the                  
accuracy  of  their  resuѴts  ŐGuo  et  aѴĺķ  ƑƏƐƕĸ  Buschj࢜ger  et  aѴĺķ  ƑƏƑƏőĺ  The  combinaঞon  of  these  two                   
characterisঞcs  of  AI  technoѴogies  has  been  shown  to  have  severe  individuaѴ  and  societaѴ               
consequencesķ  such  as  the  intensificaঞon  of  discriminatory  pracঞces  in  recruitment  processesĺ  In              
such  scenarios  AI  aѴgorithms  might  not  necessariѴy  recommend  the  most  skiѴѴed  candidatesķ  but               
rather  candidates  that  fit  the  profiѴe  of  peopѴe  who  have  historicaѴѴy  been  more  o[en  empѴoyed                 
at  a  given  company  or  posiঞon  Őeĺgĺ  men  rather  than  women  in  the  IT  sphereő  ŐDasঞnķ  ƑƏƐѶĸ                  
Raghavan   et   aѴĺķ   ƑƏƑƏőĺ     

RaciaѴ  and  cѴass  inequaѴiঞes  rooted  in  historicaѴ  data  used  for  training  recommendaঞon              
aѴgorithms  have  aѴready  affected  the  access  of  peopѴe  to  medicaѴ  heaѴth  care  ŐStrickѴandķ  ƑƏƐƖő                
even  when  aѴgorithms  were  specificaѴѴy  created  to  not  take  race  into  consideraঞons  in  order  to                 
avoid  preciseѴy  such  biasesĺ  Recommender  aѴgorithms  couѴd  furthermore  be  biased  when             
assessing  the  defendantĽs  future  risk  for  misconduct  in  the  criminaѴ  jusঞce  system              
ŐChohѴasŊWoodķ  ƑƏƑƏőķ  whiѴe  incorrect  resuѴts  of  faciaѴ  recogniঞon  so[ware  have  aѴready  Ѵed  to               
charging   innocent   peopѴe   with   crimes   they   didnĽt   commit   ŐHiѴѴķ   ƑƏƑƏőĺ     

A  parঞcuѴarѴy  probѴemaঞc  aspect  arises  when  faciaѴ  recogniঞon  AI  technoѴogies  are  based  on  the                
pseudoscienঞfic  and  very  quesঞonabѴe  theory  of  physiognomy  ŋ  the  noঞon  that  based  on  the                
physicaѴ  appearance  of  a  given  individuaѴķ  concѴusions  couѴd  be  drawn  about  their  personaѴityķ               
inner  characterisঞcsķ  sexuaѴ  and  poѴiঞcaѴ  orientaঞon  etcĺ  Őfor  an  overview  see  eĺgĺ  BendeѴķ  ƑƏƐѶĸ                
Fern࢙ndezŊMarঠnez  ş  Fern࢙ndezķ  ƑƏƑƏőĺ  Such  ľpredicঞonsĿ  about  an  individuaѴ  based  on  their              
Ѵooks  are  aѴso  proven  to  be  deepѴy  racist  in  their  origins  Őeĺgĺ  BeѴঞngķ  ƑƏƐƒĸ  Campe  ş  Schneiderķ                   
ƐƖƖѵőķ  nonetheѴess  both  commerciaѴ  and  research  projects  cѴaim  to  have  deveѴoped  aѴgorithms              2 3

that  can  teѴѴ  whether  someone  is  aggressive  or  a  criminaѴ  soѴeѴy  by  anaѴysing  their  faciaѴ                 

2   h�ps:ņņwww.facepঞon.comņ     
3  See  the  controversy  around  the  research  paper  ““Automated  Inference  on  CriminaѴity  Using  Face  ImagesĿ                 
ŐƑƏƐѵő   by   XiaoѴin   Wu   and   Xi   Zhang   of   the   Jiao   Tong   University   in   Shanghai.   
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appearanceĺ  Some  companies  are  using  faciaѴ  recogniঞon  technoѴogies  and  insist  on  being  abѴe               4

to  assess  personaѴity  characterisঞcs  of  job  appѴicants  such  as  their  opennessķ  conscienঞousnessķ              
extraversionķ  agreeabѴenessķ  and  neuroঞcism  based  on  their  appearance  in  video  materiaѴs            
created  for  the  recruitment  processĺ  As  experiments  have  shownķ  the  resuѴts  of  such  aѴgorithmic                
assessments  of  human  behavior  can  be  influenced  by  factors  such  as  whether  or  not  the                 
appѴicant  wears  gѴasses  or  a  headscarfķ  the  brightness  of  their  videoķ  or  even  objects  in  their                 
background ĺ     5

These  deveѴopments  show  that  sensibiѴizing  experts  from  different  domains  about  the  risks  of               
reѴying  on  AI  recommendaঞons  without  an  understanding  of  and  a  criঞcaѴ  reflecঞon  on  how  such                 
recommendaঞons  are  produced  and  what  ethicaѴ  consideraঞons  shouѴd  be  taken  into  account              
when  designing  Őor  deciding  not  to  designő  AI  appѴicaঞons  is  a  criঞcaѴ  step  in  ensuring  that  AI  is                    
used   and   deveѴoped   responsibѴyĺ   

Moreoverķ  governments  worѴdwide  are  increasingѴy  reѴying  on  automated  decision  making            
systems  in  domains  such  as  immigraঞon  ŐAkhmetovaķ  ƑƏƑƏő  and  aѴѴocaঞon  of  resources  such  as                
sociaѴķ  weѴfare  and  chiѴd  care  benefits  Őeĺgĺ  HenѴeyķ  ƑƏƑƐőĺ  Howeverķ  such  systems  are  o[en                
deveѴoped  by  private  companies  and  not  undergoing  sufficient  tesঞng  and  controѴѴing  processes              
before  being  impѴemented  ŐRichardson  et  aѴĺķ  ƑƏƐƖőķ  thus  o[en  resuѴঞng  in  discriminaঞon  against               
aѴready  marginaѴized  societaѴ  groups  when  it  comes  to  access  to  pubѴic  resources  Őeĺgĺ  Geigerķ                
ƑƏƑƐĸ   Lecherķ   ƑƏƐѶőĺ     

FinaѴѴyķ  the  advances  in  the  deveѴopment  of  AI  technoѴogies  put  a  strong  focus  on  concerns                 
surrounding  the  breach  of  individuaѴ  user  privacyķ  the  surveiѴѴance  capaciঞes  of  such  technoѴogies               
and  the  possibѴe  impѴicaঞons  for  civiѴ  Ѵiberঞes  Őeĺgĺ  Whi�aker  et  aѴĺķ  ƑƏƐѶőĺ  Techniques  that                
ľanaѴyze  videoķ  audioķ  imagesķ  and  sociaѴ  media  content  across  enঞre  popuѴaঞons  and  idenঞfy              
and  target  individuaѴs  and  groupsĿ  ŐWhi�aker  et  aѴĺķ  ƑƏƐѶĹ  ƐƑő  are  used  by  private  actors  and                  
governments  aѴike  for  ѴargeŊscaѴe  data  coѴѴecঞonķ  whiѴe  users  are  rareѴy  aware  of  the  fact  that                 
such   data   is   being   coѴѴectedĺ     

As  suchķ  AI  couѴd  pose  a  fundamentaѴ  chaѴѴenge  to  democraঞc  socieঞes  by  decreasing  trust  in  fair                  
treatment  and  in  the  transparency  of  democraঞc  processesĺ  The  quesঞon  of  audiঞng  and               
controѴѴing  the  deveѴopment  and  impѴementaঞon  of  AI  technoѴogiesķ  as  weѴѴ  as  the  quesঞon  of                
training  pubѴic  servants  to  understand  be�erķ  not  overtrust  and  be  abѴe  to  audit  AIŊbased                
decision   making   systems   is   thus   ever   more   pressingĺ   

With  the  growing  awareness  of  such  probѴems  in  the  AI  research  community  many  shortcomings                
of  current  AI  designs  are  being  addressed  in  research  Őeĺgĺ  deŊbiasing  datasets  and  aѴgorithms                
ŐRaghavan  et  aѴĺķ  ƑƏƑƏőķ  deveѴoping  fairness  modeѴs  for  AI  ŐZhang  et  aѴĺķ  ƑƏƑƏőķ  providing                
expѴanaঞons  of  AI  resuѴts  ŐSokoѴ  ş  FѴachķ  ƑƏƐѶőķ  cerঞficaঞon  mechanisms  for  AI  aѴgorithms               
ŐKuѴesza   et   aѴĺķ   ƑƏƐƒĸ   Normannķ   ƐƖѶƒőĺ     

4   h�ps:ņņwww.retorio.comņ     
5  For  more  informaঞon  see  the  invesঞgaঞve  project  of  BRƑƓ:            
h�ps:ņņweb.br.deņinterakঞvņkiŊbewerbungņenņ   
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Howeverķ  rather  than  being  soѴvabѴe  through  technoѴogy  aѴoneķ  both  harnessing   benefits  and              
prevenࢼng  potenࢼal  harms  of  AI  depends  on  a  compѴex  interpѴay  between  technoѴogyķ  individuaѴ               
behaviourķ  organizaঞonaѴ  and  societaѴ  dynamics  and  governanceĺ  As  the  above  exampѴes             
iѴѴustrateķ   the  risks  and  harms  of  AI  can  stem  both  from  probѴemaঞc  technoѴogicaѴ  designs,  as                 
weѴѴ  as  from  the  Ѵack  of  awareness  of  end-users  and  societaѴ  stakehoѴders  about  potenঞaѴ                
consequences   of   an   uncriঞcaѴ   appѴicaঞon   of   AI   and   unquesঞoned   reѴiance   on   its   resuѴts ĺ   

https://www.retorio.com/


  

  

  

Ƒ.Ƒ   Main   research   perspecঞves   on   ensuring   a   safe   and   responsibѴe   use   of   AI   

Against  this  backgroundķ  various  perspecঞves  have  been  formuѴated  that  emphasize  different             
chaѴѴenges  and  soѴuঞon  approaches  to  ensuring  a  safe  and  beneficiaѴ  use  of  AI  in  societyĺ  The                  
noঞon  of   RevponvibѲe  AI  has  deveѴoped  into  an  umbreѴѴa  term  for  describing  guiding  principѴes               
that  shouѴd  be  adhered  to  in  order  ensure  a  ľsafeķ  beneficiaѴ  and  fair  use  of  AI  technoѴogies  to                    
consider  the  impѴicaঞons  of  moraѴѴy  reѴevant  decision  making  by  machinesķ  and  the  ethicaѴ  and                
ѴegaѴ   consequences   and   status   of   AIĿ   ŐDignumķ   ƑƏƐƕĹ   ƓѵƖѶőĺ     

WhiѴe  different  authors  and  societaѴ  actors  Őeĺgĺ  research  and  academiaķ  companiesķ  NGOsķ              
governmentső  have  proposed  somewhat  different  governance  frameworks  for  ensuring  a  safe  and              
responsibѴe  use  of  AI  they  aѴѴ  tend  to  share  the  emphasis  on  ensuring  that  the  designķ                  
impѴementaঞon  and  use  of  AI  considers  ethicaѴ  aspects  in  accountabѴe  and  transparent  ways  and                
that  it  is  aѴigned  with  moraѴķ  societaѴ  and  ѴegaѴ  vaѴues  Őeĺgĺ  Dignumķ  ƑƏƐƕĸ  TeѴefॕnicaķ  ƑƏƐѶĸ  Rao  et                   
aѴĺķ   ƑƏƐƖĸ   EiteѴŊPorter   et   aѴĺķ   ƑƏƑƐőĺ     

The  findings  of  a  recent  study  ŐFjeѴd  et  aѴĺķ  ƑƏƑƏő  of  ƒѵ  different  pubѴished  frameworks  suggest                  
that  meanwhiѴe  a  consensus  has  emerged  around  a  shared  set  of  guiding  principѴes  for                
ResponsibѴe  AI  that  incѴudeĹ   pui�ac�Ķ  acco�n|abiѲi|�Ķ  vafe|�  and  vec�ui|�Ķ  |uanvpauenc�  and             
e�pѲainabiѲi|�Ķ  faiunevv  and  nonňdivcuiminaࢼonĶ  h�manňcon|uoѲ  of  |echnoѲog�Ķ  puofevvionaѲ          
uevponvibiѲi|�Ķ   puomoࢼon   of   h�man   �aѲ�ev ĺ   

The  work  on  ensuring  transparency  and  expѴainabiѴity  of  AI  systems  under  the  umbreѴѴa  of                
e�pѲainabѲe  AI  ŐArrieta  et  aѴĺķ  ƑƏƑƏĸ  Biran  ş  Co�onķ  ƑƏƐƕĸ  AbduѴ  et  aѴĺķ  ƑƏƐѶĸ  Langer  et  aѴĺķ  ƑƏƑƐő                    
directѴy  reѴates  to  supporঞng  a  responsibѴe  design  and  use  of  AI  by  invesঞgaঞng  how  AI  systems                  
and  their  resuѴts  can  be  made  more  expѴainabѴe  or  interpretabѴe  for  different  types  of  users  Ősee                  
eĺgĺ   Wang   et   aѴĺķ   ƑƏƐƖ   for   an   overviewőĺ     

Therebyķ  a  number  of  research  contribuঞons  have  focused  on  the  technicaѴ  aspects  of  expѴaining                
the  reasons  behind  the  resuѴts  of  compѴex  AI  aѴgorithms  that  are  difficuѴt  to  understand  for                 
nonŊexpertsĺ  More  recentѴyķ  expѴainabiѴity  research  has  been  more  specificaѴѴy  moঞvaঞng  the             
desired  types  of  expѴainabiѴity  with  the  requirements  reѴated  to  the  principѴes  of  responsibѴe  AI                
Őeĺgĺ   Rudinķ   ƑƏƐƖĸ   Arieta   et   aѴĺķ   ƑƏƑƏĸ   Langer   et   aѴĺķ   ƑƏƑƐőĺ     

Introducing  expѴainabѴe  AI  in  organizaঞons  currentѴy  tends  to  be  moঞvated  by  ѴegaѴ              
accountabiѴity  Őeĺgĺ  Bha�  et  aѴĺķ  ƑƏƑƏő  and  can  heѴp  impѴement  safeguards  for  nonŊdiscriminaঞon               
and  fairnessķ  eĺgĺ  by  making  it  easier  to  interpret  and  assess  system  behaviourķ  which  can  in  turn                   
faciѴitate  more  conscious  design  and  impѴementaঞon  pracঞces  Őibidĺőĺ  The  underѴying  assumpঞon             
of  expѴainabѴe  AI  is  that  by  making  resuѴts  and  Ősomeঞmeső  the  funcঞoning  of  AI  aѴgorithms                 
expѴainabѴe  and  interpretabѴe  to  usersķ  this  can  make  the  use  of  AI  saferĺ  ExpѴanaঞons  are                 
expected  to  increase  the  capacity  of  the  users  to  correctѴy  interpret  the  meaning  of  AI  resuѴtsķ                  
assess  their  reѴiabiѴity  and  take  decisions  that  are  aѴigned  with  ethicaѴķ  organizaঞonaѴ  and  ѴegaѴ                
requirementsĺ     

Tu�v|�ou|h�  AI  aims  at  ensuring  a  safe  and  responsibѴe  use  of  AI  by  making  it  verifiabѴe  that  AI                    
systems  actuaѴѴy  adhere  to  their  stated  goaѴsķ  vaѴues  and  overaѴѴ  principѴes  of  responsibѴe  AIĺ  This                 
can  occur  through  methods  and  mechanisms  that  deveѴopers  themseѴves  can  appѴy  to  describe               
and  verify  ľcѴaims  about  AI  deveѴopmentķ  with  a  focus  on  providing  evidence  about  the  safetyķ                 
securityķ   fairnessķ   and   privacy   protecঞon   of   AI   systemsĿ   ŐBrundage   et   aѴĺķ   ƑƏƑƏĹ   Ɛőĺ     

Moreover  cerঞficaঞon  approaches  are  being  pursued  that  describe  which  properঞes  of  AI              
systems  shouѴd  be  cerঞfiabѴe  Őeĺgĺ  fairnessķ  transparencyķ  reѴiabiѴityķ  safetyķ  privacyőķ  how  this              
couѴd  be  achieved  and  communicated  Őeĺgĺ  through  cerঞficaঞon  ѴabeѴső  to  ensure  trustworthy  AI               
impѴementaঞons   ŐChaঞѴa   et   aѴĺķ   ƑƏƑƐĸ   Cremers   et   aѴĺķ   ƑƏƐƖőĺ     
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Exisঞng  work  addressing  these  quesঞons  has  so  far  been  reѴaঞveѴy  rare  and  sca�eredĺ  It  has                 
mostѴy  focused  on  different  forms  of  educaঞon  approaches  that  aim  at  teaching  the  basics  of  AI                  
to  nonŊtechnicaѴ  audiences ķ  underrepresented  audiences  or  schooѴ  chiѴdren  Őeĺgĺ  Zimmerķ  ƑƏƐѶĸ             6 7

Druga  et  aѴĺķ  ƑƏƐƖĸ  Khan  ş  Wintersķ  ƑƏƐƕőĺ  In  order  to  inform  the  deveѴopment  of  suitabѴe                  
approachesķ  some  HCI  research  has  been  increasingѴy  Ѵooking  into  how  peopѴe  conceive  of  and                
make   sense   of   AI   from   the   perspecঞve   of   expѴainabiѴity   ŐAbduѴ   et   aѴĺķ   ƑƏƐѶőĺ   

The  most  comprehensive  approach  up  to  date  is  a  recentѴy  proposed  conceptuaѴizaঞon  of   AI                
Ѳi|euac�  ľas  a  set  of  competencies  that  enabѴes  individuaѴs  to  criঞcaѴѴy  evaѴuate  AI  technoѴogiesĸ                
communicate  and  coѴѴaborate  effecঞveѴy  with  AIĸ  and  use  AI  as  a  tooѴ  onѴineķ  at  homeķ  and  in  the                    
workpѴaceĿ  ŐLong  ş  Magerkoķ  ƑƏƑƏĹ  Ƒőĺ  It  proposes  an  iniঞaѴ  set  of  competencies  that  peopѴe                 
shouѴd  acquire  to  become  AI  Ѵiterateķ  derived  from  an  extensive  Ѵiterature  reviewĺ  It  aѴso  provides                 
a  set  of  recommendaঞons  for  AI  deveѴopers  on  how  to  incorporate  these  consideraঞons  into  the                 
design  of  AI  systemsĺ  This  highѴights  one  area  that  has  so  far  received  Ѵi�Ѵe  a�enঞon  in  the                   
exisঞng   approaches   under   the   umbreѴѴa   of   responsibѴe   AIķ   expѴainabiѴity   and   trustworthy   AIĺ     

In  addiঞon  to  the  cѴoseѴy  reѴated  goaѴs  and  quesঞonsķ  the  perspecঞves  of  AI  Ѵiteracy  and                 
Reflecঞve  AI  share  some  of  the  envisioned  competencies  Őeĺgĺ  ľRecognizing  AIĿķ  ľUnderstanding              
AI  strengths  and  weaknessesĿ  ŐLong  ş  Magerkoķ  ƑƏƑƏőőĺ  Howeverķ  the  Reflecঞve  AI  approach               
differs  in  two  main  waysĺ  Firstķ  we  focus  more  specificaѴѴy  on   what  exactѴy  the  users  shouѴd  be                   
abѴe  to  criঞcaѴѴy  assess  about  AI:   eĺgĺ  understand  potenঞaѴ  individuaѴ  and  societaѴ  harms  and                
what  they  resuѴt  fromĺ  Secondķ  it  differs  in  defining   what  it  is  that  peopѴe  wouѴd  need  to                   
understand  about  AI  (e.g.  hidden  properঞes  of  AI)  in  order  to  be  abѴe  to  producঞveѴy  reflect  on                   
its   use   and   effects   .     

Perhaps  the  biggest  difference  is  that  the  proposed  set  of  Ɛѵ  competences  for  AI  Ѵiteracy  seems                  
geared  toward  the  noঞon  of  competences  as  commonѴy  found  in  formaѴ  academic  educaঞonĹ  eĺgĺ                
ľCompetency  ƕ  ŐRepresentaঞonső  Ŋ  Understand  what  a  knowѴedge  representaঞon  is  and  describe              
some  exampѴes  of  knowѴedge  representaঞonsĿ  or  ľCompetency  Ɩ  ŐML  Stepső  Ŋ  Understand  the               
steps  invoѴved  in  machine  Ѵearning  and  the  pracঞces  and  chaѴѴenges  that  each  step  entaiѴsĿ  ŐLong                 
ş   Magerkoķ   ƑƏƑƏĹ   ѵőĺ     

ѵ  A   prominent   exampѴe   wouѴd   be   the   internaঞonaѴ   course    EѲements   of   AI :   h�ps:ņņwww.eѴementsofai.comņ   
7  Such   as   the   iniঞaঞves    AI4AѲѲ    Ő    h�ps:ņņaiŊƓŊaѴѴ.orgņ    ő   or    Ready   AI    Ő h�ps:ņņwww.readyai.orgņ ő     

  

Ɛ͓ƒ   

Most  recentѴyķ  a�enঞon  has  been  deveѴoping  towards   another  part  of  the  equaঞon  that  has                
received  Ѵi�Ѵe  a�enঞon:  what  wouѴd  users  need  to  know  in  order  to  use  AI  effecঞveѴy,  safeѴy                  
and  with  a  criঞcaѴ  mind?  And  how  can  we  support  end-users  Ѵearning  what  they  need  to                  
know  about  AI  to  achieve  that  (Long  ş  Magerko,  ƑƏƑƏ)?   These  quesঞons  are  at  the  core  of                   
our   noঞon   of   Reflecঞve   AI.   

Our  noঞon  of  Reflecঞve  AI  couѴd  thus  be  considered  as  a  specific  perspecঞve  on  the  broader                  
concept  of  AI  Ѵiteracyĺ   The  guiding  quesঞons  and  goaѴs  of  AI  Ѵiteracy  are  aѴso  at  the  core  of  the                     
concept  of  Reflecঞve  AI.  However,  we  see  them  as  a  “missing  Ѵink”  between  the  guiding                 
principѴes  and  reguѴatory  guideѴines  of  responsibѴe  AI,  the  efforts  at  making  AI  more               
expѴainabѴe   and   the   cerঞficaঞon   mechanisms   of   trustworthy   AI.   

In  contrastķ  the  noঞon  of   Reflecࢼ�e  AI   emphasises  the  need  to  deveѴop  an   e�peuienࢼaѲ                
�ndeuv|anding   of  what  consঞtutes  the  speciaѴ  nature  and  properঞes  of  AI,   what  kind  of                
individuaѴ  and  societaѴ  impѴicaঞons  Őeĺgĺ  harmső  they  can  carry  and  what  that  impѴies  for                
ensuring   a   safe   and   responsibѴe   use   of   AI   both   for   individuaѴs   and   the   society   as   a   whoѴeĺ   

https://ai-4-all.org/
https://www.readyai.org/


  

  

  

Ƒ.ƒ   The   need   for   a   Reflecঞve   AI     

Our  noঞon  of  Reflecঞve  AI  caѴѴs  for  the  invesঞgaঞon  and  deveѴopment  of  new  approaches  that                 
enabѴe  a  more  reflecঞve  use  and  design  of  AI  that  empower  peopѴe  and  the  society  at  Ѵarge  to                    
harness   the   benefits   and   avoid   the   harmfuѴ   effects   of   AIĺ     

Why  does  this  experience  gap  ŐsঞѴѴő  exist?  The  reasons  are  manifoѴdĺ  To  start  withķ  in  spite  of  a                    
widespread  presence  of  AI  in  professionaѴ  and  everyday  Ѵife  it  is  sঞѴѴ  difficuѴt  for  peopѴe  to  both                   
recognize  the  use  of  AI  in  the  different  systemsķ  and  to  understand  the  impѴicaঞons  thereof                 
ŐEsѴami  et  aѴĺķ  ƑƏƐƖĸ  EsѴami  et  aѴĺķ  ƑƏƐƔőĺ   Systems  using  AI  o[en  don’t  present  themseѴves  as  such                   
and   the   consequences   of   that   for   what   they   do ĺ   

HistoricaѴѴyķ  the  underѴying  principѴesķ  properঞes  and  behaviour  of  AI  are  much  different  from               
digitaѴ  systems  peopѴe  have  become  accustomed  toĺ   The  probabiѴisঞc  nature  of  AI  mechanisms               
and  the  consequences  of  that  compared  to  more  determinisঞc  systems  are  hard  to  fathom.   The                 
much  discussed  intransparency  of  many  AI  systems  and  aѴgorithms   (“bѴack  boxes”)   causes              
further   difficuѴঞes   for   users   to   understand   the   nature   of   systems   they   are   deaѴing   withĺ     

AѴthough  awareness  is  growing  about  the  need  to  aѴert  the  users  about  the  presence  of  AI  Ősee                   
eĺgĺ  FjeѴd  et  aѴĺķ  ƑƏƑƏőķ  the  impѴementaঞon  of  this  requirement  in  the  design  and  provisioning  of                  
AI  systems  in  pracঞce  is  sঞѴѴ  far  behindĺ  This  is  further  aggravated  by  the  widespread  tradiঞon  of                   
ľseamѴess  designĿ  of  interacঞve  systems  that  hides  the  compѴexity  and  underѴying  system              
mechanics  from  users  a s  a  premise  of  a  fricঞonѴess  and  enjoyabѴe  experience  ŐHamiѴton  et  aѴĺķ                 
ƑƏƐƓĸ  Weiserķ  ƐƖƖƓőĺ  AѴthough  the  appropriateness  of  this  paradigm  and  its  potenঞaѴѴy  harmfuѴ               
consequences  have  been  quesঞoned  in  HCI  research  itseѴf  ŐInman  ş  Ribesķ  ƑƏƐƖĸ  HamiѴton  et  aѴĺķ                 
ƑƏƐƓőķ   the   seamѴess   design   tradiঞon   remains   ѴargeѴy   unchaѴѴenged   in   business   pracঞceĺ    

More  importantѴyķ  whiѴe  a  Ѵarge  bo dy  of  research  on  expѴainabѴe  AI  has  invesঞgated  possibiѴiঞes                
for  expѴaining  the  reasoning  of  AI  systems  and  the  resuѴts  they  produced  to  usersķ  exisঞng                 
approaches  ѴargeѴy  assume  that  this  can  be  achieved  without  understanding  the  underѴying              
fundamentaѴ  principѴes  and  properঞes  of  AI  itseѴfĺ  Another  view  is  that  whiѴe  the  reasons  for                 
specific  AI  resuѴts  might  be  expѴainabѴe  or  even  directѴy  interpretabѴe  ŐRudinķ  ƑƏƐƖőķ  the               
underѴying  workings  of  the  empѴoyed  AI  modeѴs  cannot  be  expѴained  because  they  are  too                
compѴex   for   nonŊexperts   to   underst andĺ   

  

Ɛ͓Ɠ   

We  propose  that  in  order  to  achieve  thatķ  in  addiঞon  to  the  concerns  and  principѴes  of  the                   
exisঞng  approaches  to  responsibѴe  use  and  deveѴopment  of  AIķ  it  is  necessary  that  we  cross  the                  
e�peuience  gap .  The  experience  gap  is   the  difference  between  the  experience  that  peopѴe  have                
with  AI  on  a  day-to-day  basis  and  the  experience  that  they  need  in  order  to  understand  AI  at                    
the   ѴeveѴ   necessary   to   enjoy   its   benefits   and   avoid   its   dangers ĺ   

As  a  resuѴt,  peopѴe  form  misconcepঞons  of  both  AI  as  such,  as  weѴѴ  as  of  systems  in  which  AI                     
is  used  in  ways  not  directѴy  discernabѴe  for  them  or  that  are  too  compѴex  to  be  understood                   
without   technicaѴ   knowѴedge    ŐEsѴami   et   aѴĺķ   ƑƏƐƖĸ   BurreѴѴķ   ƑƏƐѵőĺ     

For  exampѴeķ  many  ubiquitous  onѴine  pѴa�orms  are  o[en  perceived  as  pѴa�orms  for              
informaঞon  accessķ  content  sharing  or  sociaѴ  interacঞon  Őeĺgĺ  GoogѴeķ  YouTubeķ  Facebookő             
without  an  awareness  of  the  underѴying  AI  aѴgorithms  and  their  impѴicaঞons  ŐEsѴami  et  aѴĺķ                
ƑƏƐƔőĺ   This  makes  it  difficuѴt  for  peopѴe  to  correctѴy  “categorize”  their  experiences  with  such                
systems  and  Ѵeads   bo|h  to  the  Ѵack  of  prompts  for  the  necessity  to  reflect  on  their  use   and  to                     
the   Ѵack   of   support   to   do   so.     



  

  

  

For  exampѴeķ  many  AI  methods  are  based  on  compѴex  staঞsঞcaѴ  modeѴs  and   probabiѴisঞc               
reasoning  and  invoѴve  non-Ѵinearity  and  uncertainty,  phenomena  that  are  difficuѴt  to  grasp  and               
understand  intuiঞveѴy  for  non-experts ĺ  Many  AI  methods  are  sensiঞve  to  minor  variaঞons  of               
input  that  can  Ѵead  to  big  changes  in  the  resuѴtsĺ  This  can  Ѵead  to   mispѴaced  trust  in  the  reѴiabiѴity                     
of  AI  resuѴts   Ŋ  that  is  difficuѴt  to  fix  with  individuaѴ  expѴanaঞons  without  an  underѴying  awareness                  
of  the  extent  of  their  importanceĺ  The  effects  of  AI  aѴso  accrue  over  ঞme  and  at  Ѵarge  scaѴeķ  o[en                     
through  graduaѴ  changes  that  are  not  directѴy  percepঞbѴe  for  users  Őeĺgĺ  changes  in  aমtudes  due                 
to   exposure   to   recommendaঞons   of   specific   contentőĺ     

Since  most  peopѴe  onѴy  experience  a  smaѴѴ  fracঞon  of  the  behaviour  of  an  AI  system  that  tends                   
to  be  highѴy  dependent  on  users  preference  profiѴes  and  pa�erns  of  interacঞon,  it  can  be                 
difficuѴt  to  perceive  or  understand  potenঞaѴ  harms  caused  by  their  indiscriminate  use  Őeĺgĺ  how                
recommender   systems   can   Ѵead   to   radicaѴizaঞon   or   exacerbate   poѴarizaঞonő   ĺ     

The  abiѴity  of  AI  to  protect  usersķ  for  exampѴeķ  in  their   privacy ķ  is  aѴso  not  directѴy  observabѴeĺ                   
This  Ѵeads  to  wrong  assumpঞons  eĺgĺ  about  the  inevitabiѴity  of  surrendering  Ѵarge  amounts  of                
personaѴ  data  as  a  condiঞon  for  system  useĺ  This  directѴy  constrains  the  possibѴe  reaѴizaঞons  of                 
the   principѴe   of   autonomy   for   the   users   of   such   systemsĺ   

Moreoverķ  there  is  an  inherent  tradeŊoff  between  conscious   effort  needed  by  users  to  acঞveѴy                
anaѴyse  and  reflect  on  the  behaviour  of  a  system   in  �ve ,  compared  to  efficientѴy  achieving  their                  
purpose  Őeĺgĺ  finding  informaঞonķ  taking  a  decisionķ  being  entertainedőĺ  Exisঞng  approaches  to              
expѴainabiѴity  ѴargeѴy  focus  on   staࢼc  expѴanaঞons  that  aim  to  expѴain  how   a  given  system  has                 
produced  a   specific  resuѴ t  ŐAdabi  ş  Berradaķ  ƑƏƐѶőĺ  But  this  cannot  adequateѴy  support  the                
understanding  of  essenঞaѴ  properঞes  of  AI  systemsķ  the  Ѵack  of  which  aggravates  many  of  the                 
observed  negaঞve  personaѴ  and  societaѴ  effects  of  indiscriminate  use  of  AI  and  hampers  its                
responsibѴe   uptake   and   beneficiaѴ   use   Ősee   Secঞon   ƑĺƐőĺ   

Since  most  peopѴe  Ѵack  suitabѴe  mentaѴ  modeѴs  of  AI  systemsķ  an  overaѴѴ  idea  of  how  AI  systems                   
work  and  of  their  possibѴe  personaѴ  and  societaѴ  impacts  Őa  kind  of   experienࢼal  knowledge  of  AIőķ                  
they  are  unabѴe  to  criঞcaѴѴy  assess  their  resuѴts  and  reflect  on  the  effects  of  their  indiscriminate                  
useĺ  This  makes  it  not  onѴy  difficuѴt  to  deveѴop  a  more  consciousķ  reflecঞve  pracঞce  in  their  use                   
of  AIķ  but  aѴso  decreases  their  abiѴity  to  act  as  responsibѴe  ciঞzens  eĺgĺ  by  weighing  onѴine                  
informaঞonķ  making  informed  judgments  and  counteracঞng  the  poѴarizaঞon  of  onѴine            
communicaঞonĺ   

  

Ɛ͓Ɣ   

A  key  chaѴѴenge  that  we  see  is  that  there  are   fundamentaѴ  principѴes  and  properঞes  of  AI  that                   
need  to  be  understood  by  users  of  AI  systems  in  order  to  form  an  appropriate  image  (a   men|aѲ                    
modeѲ )   of  the  system  they  are  using  and  thus  appropriateѴy  understand  the  nature  of  its                 
outputsĺ  The  cruciaѴ  probѴem  is  that  these  fundamentaѴ  properঞes  of  AI  are   commonѴy  hidden                
from   users   and   cannot   be   directѴy   experienced   via   casuaѴ   interacঞon ĺ     

Due  to  the   Ѳack  of  povvibiѲiࢼev  and  occavionv  |o  e�peuience  and  ueflec|  on  the  main  properঞes  of                   
the  behaviour  of  AI  systems  and  the  consequences  thereof,  few  peopѴe  have  thus  deveѴoped                
appropriate   mentaѴ   modeѴs   of   AI   systems.     

What  mentaѴ  modeѴs  peopѴe  have  of  AI  and  how  these  are  constructed  is  sঞѴѴ  not  weѴѴ                  
researchedķ  aѴthough  the  work  on  these  issues  is  picking  up  Őeĺgĺ  HernandezŊBocanegra  ş               
ZiegѴerķ  ƑƏƑƐĸ  AѴizadeh  et  aѴĺķ  ƑƏƑƐőĺ  Howeverķ  Ѵi�Ѵe  work  has  yet  been  done  on  how  the                  
deveѴopment  of  more  suitabѴe  mentaѴ  modeѴs  couѴd  be  supported  Ŋ  incѴuding  the  possibѴe               
consequences   of   the   exisঞng   misconcepঞonsĺ     



  

  

  

M aking  AI  systems  understandabѴe  for  Ѵaypersons  is  parঞcuѴarѴy  difficuѴt  due  to  the  nature  and                
compѴexity  of  underѴying  aѴgorithms  that  are  o[en  difficuѴt  to  interpret  and  understand  even  for               
AI  expertsĺ  Howeverķ  we  argue  that  peopѴe  do   not  need  to  achieve  expertŊѴeveѴ  understanding  of                 
AIķ  but  an  experienঞaѴ  understanding  of  its  essenঞaѴ  principѴes  and  properঞesĺ  Such  an               
understanding  of  AI  wouѴd  aѴѴow  peopѴe  to  decide  for  themseѴves  which  roѴe  they  aѴѴow  AI  to  pѴay                   
in  their  personaѴ  Ѵivesĺ  Informed  ciঞzens  are  necessary  in  order  to  parঞcipate  in  the  required  civic                  
discourse   about   governmentaѴ   reguѴaঞons   of   AIĺ   

It  emphasises  that  whiѴe  importantķ  it  is  not  enough  to  provide  peopѴe  with  noঞficaঞons  about                 
the  presence  of  an  AI  systemķ  the  expѴanaঞons  of  its  resuѴts  and  informaঞon  about  pureѴy                 
funcঞonaѴ  affordances  of  AI  technoѴogiesĺ  Ratherķ  we  propose  that  there  is  a  great  need  for                 
enabѴing  peopѴe  to  deveѴop  an  understanding  of  key  principѴes  and  properঞes  of  the  ways  in                 
which  AI  systems  operate  and  to  be  empowered  to  reflect  on  potenঞaѴ  personaѴ  and  societaѴ                 
impѴicaঞons   of   the   use   of   AI   in   different   contextsĺ     

In  Ѵine  with  the  overaѴѴ  approach  of  ResponsibѴe  AIķ  such  a  noঞon  of  Reflecঞve  AI  recognizes  that                   
ensuring  this  cannot  be  achieved  by  focusing  aѴone  on  the  endŊusers  and  researchersĺ  Rather  it                 
requires  the  awarenessķ  acঞon  and  coѴѴaboraঞon  of  different  actors  at  different  ѴeveѴs  of  societyķ                
beyond  educaঞon  and  researchĺ  Companies  that  appѴyķ  deveѴopķ  impѴementķ  and  provide  AI  aѴso               
carry  the  responsibiѴity  for  addressing  these  needs  and  chaѴѴenges  in  the  design  and  provision  of                 
their   products   and   servicesĺ     

From  the  perspecঞve  of  Reflecঞve  AI  this  aѴso  caѴѴs  for  reguѴatory  frameworks  to  make  sure  that                  
peopѴe  using  AI  can  have  the   occasions  and  means  to  experience  and  reflect  on  the  properঞes  and                   
effects  of  the  behaviour  of  AI  systems  Őeĺgĺ  obѴigatory  training  courses  for  specific  areas  of  AI                  
appѴicaঞonő   in   order   to   support   a   reflecঞve   use   that   can   prevent   personaѴ   and   societaѴ   harmsĺ    

  

Ɛ͓ѵ   

The  noঞon  of   Reflecࢼ�e  AI  that  we  propose  asks  us  to  adopt  a  hoѴisঞc  approach  regarding                  
both  �ha|  peopѴe  need  to  Ѵearn  about  AI  systems  to  deveѴop  be�er  mentaѴ  modeѴs  i.e.  an                  
experienঞaѴ  knowѴedge  of  AI  and  to  be  abѴe  to  use  AI  safeѴy  and  responsibѴy,  as  weѴѴ  as   ho�                    
this   can   be   done   and   supported.     

Howeverķ  at  the  same  ঞmeķ  as  researchers  and  designers  of  AI  systems  we  need  to  be�er                  
understand  what  makes  it  difficuѴt  for  peopѴe  to  deveѴop  this  kind  of  understanding  and                
capacity  for  reflecঞve  useĺ   We  need  to  be�er  understand  what  shouѴd  consঞtute  this  kind  of                 
understanding:  what  shouѴd  peopѴe  know  and  understand  about  AI  in  order  to  be  abѴe  to                 
enjoy  its  benefits  and  avoid  harms?   And  we  need  to  find  out  how  we  can  design  AI  systemsķ                    
Ѵearning  environments  or  intervenঞons  that  provide  opportuniঞes  for  peopѴe  to  deveѴop  such              
kinds   of   understandingĺ   



  

  

  

ˡ̮͓W͓hat͓ d͓o͓p͓eople͓n͓eed͓t͓o͓u͓nderstand͓a͓bout͓A͓I͓͓͔ ͔ ͔ ͔ ͔ ͔ ͔ ͔ ͔
to͓͓u͓se͓͓a͓nd͓͓g͓overn͓͓i͓t͓͓r͓esponsiblƺ̯͓͓ ͓͔͔
This  chapter  discusses  the  public  percepࢼon  of  AI  technologies,  (mis)concepࢼons  and  concerns  about               
AI  that  can  hinder  its  reflecࢼve  and  responsible  use.  It  focuses  on  the  main  needs  that  should  be                    
addressed  in  order  for  people  and  communiࢼes  to  be  able  to  harness  the  benefits  and  avoid  the                   
negaࢼve   effects   of   AI   technologies.     

AccordingѴyķ  we  disঞnguish  between  three  different  ѴeveѴs  of  anaѴysis  and  types  of  actors               
throughout  the  chapterĹ  endŊusers  ŐindividuaѴs  or  the  generaѴ  pubѴic  broadѴyőķ  AI  deveѴopers  and               
designers  Őin  companiesķ  organisaঞons  and  researchő  and  those  responsibѴe  for  the  reguѴaঞon  of               
AI   technoѴogies   Őstatesķ   pubѴic   insঞtuঞonsķ   supranaঞonaѴ   structuresőĺ     

Each  of  these  groups  of  actors  has  a  different  ѴeveѴ  of  responsibiѴity  when  it  comes  to  the                   
outcomes  of  AI  technoѴogies  and  needs  to  overcome  different  probѴems  when  deaѴing  with  AIĺ                
The  chapter  summarizes  insights  from  exisঞng  Ѵiterature  and  research  on  the  topicķ  as  weѴѴ  as  the                  
resuѴts  from  expert  and  stakehoѴder  interviews  conducted  in  the  course  of  the   Reflecࢼve  AI                
projectĺ   

ƒ.Ɛ   End-users   ş   broader   pubѴic   

Understanding  pubѴic  and  endŊuser  percepঞon  about  AI  technoѴogies  is  important  for  two  main               
reasonsĺ  On  one  handķ  pubѴic  concerns  about  AI  can  transѴate  into  reguѴatory  acঞvity  with                
potenঞaѴѴy  serious  impѴicaঞons  ŐAIƐƏƏķ  ƑƏƐѵőĺ  But  aѴso  Őmisőconcepঞons  about  what  Őexisঞngő  AI              
technoѴogies  are  capabѴe  of  couѴd  Ѵead  to  user  negѴect  of  aѴready  exisঞng  risks  of  using  AI                  
technoѴogies  such  as  overtrusঞng  the  AI  decisionŊmaking  processes  ŐHowardķ  ƑƏƑƏőķ  data             
security  breachesķ  creaঞon  of  ecoŊchambersķ  fiѴter  bubbѴes  and  simiѴarĺ  Even  if  the  topic  is  of  high                  
reѴevanceķ  there  are  surprisingѴy  few  empiricaѴ  studies  or  research  on  the  pubѴic  percepঞon  of  AI                 
technoѴogies  and  most  of  the  avaiѴabѴe  empiricaѴ  data  comes  from  poѴѴs  that  measure  recent                
aমtudes   towards   AI   technoѴogies   ŐBSAķ   ƑƏƐѵĸ   ѵƏ   Minutesņ   Vanity   Fair   PoѴѴķ   ƑƏƐѵőĺ     

Despite  the  sharp  increase  in  discussions  on  AI  in  popuѴar  media  outѴets  since  ƑƏƏƖ  and  the                  
overaѴѴ  more  opঞmisঞc  pubѴic  percepঞon  about  such  technoѴogies  ŐFast  ş  Horvitzķ  ƑƏƐƕőķ  there  is                
an  ongoing  trend  outѴining  specific  concerns  that  peopѴe  have  such  as  the  fear  of  Ѵoss  of  controѴ                   
of  AI  Őibidĺőķ  ethicaѴ  consideraঞon  about  the  Ѵack  of  abiѴity  of  AI  technoѴogies  to  integrate  moraѴ                  
judgements  in  the  decisionŊmaking  processes  Őibidĺő  and  the  fear  of  job  Ѵosses  to  AI  in  the  near                   
future   ŐBSA   ƑƏƐƔőĺ   

ƒ.Ɛ.Ɛ   Demysঞfying   AI   

These  and  simiѴar  empiricaѴ  findings  were  echoed  in  the  expert  and  stakehoѴder  interviews               
conducted  within  the   Reflecࢼve  AI  projectĺ  The  majority  of  the  interviewees  indicated  the  need                
for   AI  technoѴogies  shouѴd  be  demysঞfied  in  the  pubѴic  imaginaঞon ĺ  AI  technoѴogies  are  o[en                
simpѴisঞcaѴѴy  referred  to  either  as  simpѴe  automated  devices  or  as  a  powerfuѴ  controѴѴing  and                
seѴfŊѴearning  phenomenon  from  the  near  future  ŐAѴizadeh  et  aѴĺķ  ƑƏƑƐőķ  but  there  is  Ѵi�Ѵe                
understanding  about  how  such  technoѴogies  are  aѴready  in  use  and  influence  different  aspects  of                
our   everyday   Ѵives   Őeĺgĺ   HubSpot   GѴobaѴ   AI   Surveyķ   ƑƏƐѵőĺ     
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We  propose  that   increasing  a  reflecঞve  use  of  AI  can  onѴy  be  successfuѴ  as  a  joint  effort ķ  a                    
shared  responsibiѴityķ  between  the  designers  and  deveѴopers  of  AI  aѴgorithms  and  systems              
that  use  them ,  the  companies  and  organisaঞons  that  empѴoy  or  provide  such  systems,  the                
end-users   and   (inter-)governmentaѴ   actors   providing   the   required   reguѴatory   frameworks ĺ     



  

  

  

PeopѴe  are  constantѴy  interacঞng  with  AIŊbased  technoѴogiesķ  but  they  are  rareѴy  aware  of  this                
and  do  not  aѴways  know  how  to  disঞnguish  AI  technoѴogies  among  other  types  of  digitaѴ                 
artefactsĺ  WhiѴe  peopѴe  are  afraid  of  robots  taking  over  humanity  in  the  futureķ  other  types  of                  
probѴems  of  AI  technoѴogies  that  are  manifesঞng  themseѴves  aѴready  go  under  the  radarĺ  As  one                 
of  our  interview  partners  put  itĹ   “AI  is  like  a  magic  beast  –  on  the  one  hand,  people  have  too  many                       
expectaࢼons  that  it  is  very  powerful,  while  on  the  other,  such  already  exisࢼng  technologies  are  not                  
taken   seriously   enough”.     

Part  of  this  demysঞficaঞon  is  aѴso  the  need  for  the  end  users  to  understand  that  AI  systems  are                    
neither  disঞnct  enঞঞes  that  can  act  independentѴyķ  nor  some  neutraѴ  and  pureѴy  technoѴogicaѴ               
artefactsĺ  There  are  deeper  structuraѴ  dynamics  and  power  reѴaঞons  behind  the  creaঞon  of  each                
aѴgorithmĺ  Some  of  our  experts  pointed  out  during  the  interviews  that  a  successfuѴ  AI  Ѵiteracy                 
program  for  Reflecঞve  AI  use  shouѴd  therefore  not  onѴy  consider  the  technoѴogicaѴ  aspectsķ   but                
shouѴd  aѴso  unveiѴ  by  whom,  why  and  with  what  end-goaѴ  the  given  aѴgorithm  has  been                 
deveѴoped ĺ   

As  aѴready  discussedķ  the  fear  of  Ѵoss  of  human  controѴ  over  AI  technoѴogies  has  manifested  itseѴf                 
prominentѴy  in  recent  years  ŐFast  ş  Horvitzķ  ƑƏƐƕőĺ  Thereforeķ  one  of  the  biggest  emerging  needs                 
that  shouѴd  be  addressed  is  the  quesঞon   how  to  ensure  that  end-users  understand  the  basic                 
principѴes  behind  AI  technoѴogies.   Furthermoreķ  there  is  the  need  to  invesঞgate  how  deep  users’                
understanding  of  such  technoѴogies  shouѴd  be  so  that  they  donĽt  get  overwheѴmed  by  the                
compѴexityĺ  WhiѴe  there  is  a  normaঞve  consensus  that  endŊusers  shouѴd  be  abѴe  to  understand                
the  outcomes  of  AI  aѴgorithms  Őeĺgĺ  FjeѴd  et  aѴĺķ  ƑƏƑƏőķ  our  expert  interviews  suggest  that  it  is                   
hard  to  expѴain  the  outcomes  and  the  internaѴ  Ѵogic  of  the  aѴgorithms  in  an  understandabѴeķ  yet                  
not   misѴeading   or   too   simpѴisঞc   wayĺ     

Exisঞng  approaches  to  making  AI  systems  more  expѴainabѴe  in  useķ  whiѴe  important  in  their  own                 
rightķ  are  not  weѴѴ  pѴaced  to  empower  peopѴe  to  achieve  a  broader  understanding  of  AI  systems                  
and  the  awareness  of  their  possibѴe  effectsĺ  They  ѴargeѴy  treat  this  as  a  technicaѴ  probѴemķ  or  at                   
best  a  probѴem  of  individuaѴ  cogniঞve  reasoning  about  a  specific  resuѴt  or  a  given  system  Ősee  eĺgĺ                   
Wang  et  aѴķ  ƑƏƐƖĸ  Adadi  ş  Berradaķ  ƑƏƐѶőĺ  They  tend  to  negѴect  the  roѴe  of  sociaѴ  context  in                    
which  AI  is  used  in  spite  of  recent  studies  highѴighঞng  its  importance  ŐEsѴami  et  aѴĺķ  ƑƏƐѵĸ  Kou  ş                    
Guiķ  ƑƏƑƏőĺ  Thusķ  in  Secঞon  Ɠ  of  this  report  we  try  to  outѴine  some  more  promising  techniques                   
and   direcঞons   that   couѴd   be   be�er   suited   to   address   these   needsĺ   

Furthermoreķ  one  fundamentaѴ  quesঞon  that  arose  from  our  expert  interviews  is   whether  or  not                
users  are  reaѴѴy  interested  in  Ѵearning  how  AI  systems  work ĺ  Exisঞng  AI  expѴainabiѴity  approaches                
tend  to  underesঞmate  the  inherent  effort  and  wiѴѴingness  needed  by  users  to  consciousѴy  engage                
into  reflecঞon  on  the  resuѴts  and  the  behaviour  of  an  AI  system  whiѴe  using  itĺ  This  is  in                    
opposiঞon  to  usersĽ  expectaঞons  of  a  fricঞonѴess  and  efficient  use  of  such  systemsķ  whose  very                 
purpose  o[en  consists  in  reducing  cogniঞve  compѴexity  and  heѴping  users  deaѴ  with  informaঞon               
overѴoad  Őfor  fricঞonѴess  design  see  HamiѴton  et  aѴĺķ  ƑƏƐƓĸ  Weiserķ  ƐƖƖƓĸ  for  informaঞon  overѴoad                
see   KoroѴeva   et   aѴĺķ   ƑƏƐƏőĺ     

To  what  extent  peopѴe  may  actuaѴѴy  consider  expѴanaঞons  of  AI  systems  and  their  resuѴts                
strongѴy  depends  on  their  wiѴѴingness  and  abiѴity  to  do  soķ  iĺeĺ  on  their  abiѴity  to  reflect  on  their                    
use  and  experience  of  AI  systemsĺ  Even  when  expѴanaঞons  are  provided  peopѴe  may  ignore  them                 
if  the  given  resuѴts  contradict  their  exisঞng  beѴiefs  ŐKnobѴochŊWesterwick  et  aѴĺķ  ƑƏƑƏőĺ  They  may                
sঞѴѴ  defer  responsibiѴity  to  an  ľinteѴѴigentĿ  system  as  a  coping  mechanism  for  deaѴing  with  a                 
cogniঞveѴy  overwheѴming  task  or  because  effortѴess  use  provides  an  immediate  graঞficaঞon             
ŐRyffeѴ   ş   Wirthķ   ƑƏƑƏőĺ     

SimiѴar  concerns  were  expressed  aѴso  by  the  experts  within  our  interviewsĺ  According  to  some  of                 
themķ  there  is  onѴy  a  very  smaѴѴ  number  of  interested  users  who  wouѴd  want  to  know  more  about                    
the  way  the  aѴgorithms  workķ  whiѴe  the  vast  majority  of  peopѴe  wiѴѴ  take  the  outcomes  as  they                   
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areĺ  And  this  is  not  necessariѴy  a  probѴem  if  such  technoѴogies  have  been  checked  adequateѴy  in                  
advanceĺ  As  one  interview  partner  pointed  outĹ   “It  should  be  like  I  am  on  a  plane.  I  don’t  know  how                      
it  works,  but  I  feel  safe,  because  people  have  checked  it  in  advance,  so  I  don’t  need  to  understand  how                      
exactly   it   funcࢼons” ĺ     

Othersķ  howeverķ  see  a  threat  in  the  fact  that  peopѴe  expect  digitaѴ  technoѴogies  to  be  compѴeteѴy                  
accurate  and  cannot  adequateѴy  comprehend  the  idea  of  systems  being  not  ƐƏƏ  ѷ  accurate  in                 
their  esঞmaঞonsĺ  This  has  the  potenঞaѴ  to  Ѵead  to  users  overtrusঞng  the  resuѴts  of  the  AI                  
decisionŊmaking  Őeĺgĺ  Howardsķ  ƑƏƑƏő  with  potenঞaѴ  serious  or  even  deadѴy  consequences  for              
them   ŐThornhiѴѴķ   ƑƏƑƏő   as   aѴso   shown   in   Secঞon   ƑĺƐ   of   this   reportĺ     

ƒ.Ɛ.Ƒ   OperaঞonaѴ   principѴes   and   hidden   properঞes   of   AI   

In  order  to  demysঞfy  AI  technoѴogies  and  enabѴe  endŊusers  to  understand  them  for  what  they                 
areķ   we   recognize    the   need   for   key   AI   properঞes   to   be   understood   by   users ĺ     

SpecificaѴѴyķ  there  is  a  need  to  enabѴe  the  deveѴopment  of  appropriate  mentaѴ  modeѴs               
Ő JohnsonŊLairdķ  ƐƖѶƏő  that  peopѴe  have  of  AI  systemsķ  iĺeĺķ  their  internaѴ  mentaѴ  representaঞonsķ               
an  intuiঞve  understanding  of  how  the  system  works  and  behaves  ŐKuѴesza  et  aѴĺķ  ƑƏƐƒőĺ  Such                 
structuraѴ  mentaѴ  modeѴs  influence  how  peopѴe  interpret  the  behavior  and  the  resuѴts  of  systems                
they  use  ŐNormannķ  ƐƖѶƒőĺ  They  guide  usersĽ  expectaঞonsķ  acঞons  and  behaviour  based  on  their                
experience  with  what  they  consider  simiѴar  systems  ŐNormannķ  ƐƖѶƒőķ  as  weѴѴ  as  based  on  sociaѴ                 
exchanges   with   others   ŐDevito   et   aѴĺķ   ƑƏƐѶőĺ     

So  farķ  we  have  idenঞfied  five  key  properঞes  of  AI   that  need  to  be  addressed   so  that  peopѴe  can                     
shi[  their  mentaѴ  modeѴs  about  AI  in  a  more  reflecঞve  direcঞon  that  be�er  grasps  the  reaѴity                  
behind   AI   technoѴogiesĹ    venviࢼ�i|� ,    |empouaѲ   effec|v ,    nonňѲineaui|� ,   “ biudvňe�eň�ie�Ľ    and    pui�ac� ĺ     

Senviࢼ�i|�   

One  key  chaѴѴenge  we  see  is  that  the  fundamentaѴ  principѴes  and  properঞes  of  AI  ŋ  and  their                   
effects  on  individuaѴs  and  society  Ŋ  cannot  be  directѴy  experienced  and  observed  in  casuaѴ                
interacঞon  with  AI  systems .  For  exampѴeķ  AI  is  sensiঞve  to  minor  variaঞons  of  input  Őeĺgĺ  deep                  
Ѵearningķ  recommender  systemsőķ  which  users  normaѴѴy  canĽt  observe  and  reason  aboutĹ  very              
smaѴѴ  changes  in  training  data  or  user  interacঞon  can  cause  major  differences  in  t he  resuѴts                 
ŐJiawei  et  aѴĺķ  ƑƏƐƖőĺ  The  reѴiabiѴity  of  such  resuѴts  thus  needs  to  be  carefuѴѴy  assessedķ  especiaѴѴy                  
when  they  can  have  major  consequences  Őeĺgĺ  heaѴthķ  poѴicingő  and  aѴso  when  they  can  be                 
induced  on  purpose  by  manipuѴaঞng  the  data  in  ways  impercepঞbѴe  to  human  users  Őeĺgĺ                
adversariaѴ  a�acksķ  see  GoodfeѴѴow  et  aѴĺķ  ƑƏƐƕĸ  MoosaviŊDezfooѴi  et  aѴĺķ  ƑƏƐѵĸ  Kurakin  et  aѴĺķ                
ƑƏƐƕĸ   Papernot   et   aѴĺķ   ƑƏƐƕőĺ     

But  this   sensiࢼvity  and  its  consequences  are  not  directѴy  observabѴe  for  users  and  are  difficuѴt  to                  
convey  through  isoѴated  expѴanaঞons  of  a  given  resuѴtĺ  This  induces  wrong  mentaѴ  modeѴs  with                
mispѴaced  trust  in  resuѴts  that  can  reinforce  exisঞng  biases  ŐNickersonķ  ƐƖƖѶĸ  MichaeѴ  ş               
O�erbacherķ   ƑƏƐƓő   and   Ѵead   to   harmfuѴ   decisions   ŐHiѴѴķ   ƑƏƑƏőĺ   

TempouaѲ   effec|v   

Even  Ѵess  observabѴe  to  users  are   temporal  effects  of  the  use  of  AI  systemsĺ  The  effects  of  AI                    
accrue  over  ঞme  and  at  Ѵarge  scaѴe  and  are  thus  difficuѴt  to  discern  and  understand  in  individuaѴ                   
useĺ  For  exampѴeķ  it  is  difficuѴt  to  observe  and  understand  how  graduaѴѴy  changing  content                
recommendaঞons  over  ঞme  can  impact  oneĽs  beѴiefs  and  ethicaѴ  judgments  Őeĺgĺ  becoming  more               
poѴarized  in  onѴine  discussions  or  open  to  extremist  view s  ŐKaiser  ş  Rauchfleischķ  ƑƏƐѶĸ  Ribeiro                
et  aѴĺķ  ƑƏƑƏőĺ  Changes  in  preferencesķ  percepঞons  of  oneseѴf  and  of  oneĽs  sociaѴ  reaѴity  that  are                  
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highѴy  mediated  by  onѴine  pѴa�orms  using  AIķ  o[en  deveѴop  at  the  impѴicit  ѴeveѴ  over  ঞme  and  are                   
thus   difficuѴt   to   consciousѴy   recognizeĺ     

NonňѲineaui|�   

The  reѴated   non-linearity  of  AI  modeѴs  is  another  property  of  AI  that  most  peopѴe  donĽt  have  a                   
naturaѴ  intuiঞon  forĺ  Grasping  the  nature  of  exponenঞaѴ  growth  that  stems  from  nonŊѴinear               
phenomena  is  intuiঞveѴy  difficuѴt  because  we  are  not  used  to  experiencing  phenomena  that               
change  very  quickѴy  in  very  short  ঞmeĺ  In  a  simiѴar  wayķ  it  is  difficuѴt  to  understand  that  a  few                     
cѴicks  on  personaѴ  recommendaঞons  can  Ѵead  to  compѴeteѴy  different  content  than  what  one               
wouѴd  normaѴѴy  be  exposed  to  or  deem  acceptabѴe  and  get  oneseѴf  quickѴy  absorbed  into  Őthe                 
ľrabbit  hoѴeĿ  effect  ŐOĽCaѴѴaghan  et  aѴĺķ  ƑƏƐƔőőĺ  This  makes  it  even  more  difficuѴt  for  users  to                  
deveѴop  an  awareness  of  the  need  for  a  more  conscious  use  of  such  systems  or  of  the  need  for                     
societaѴ   reguѴaঞon   of   their   designķ   impѴementaঞon   and   acceptabѴe   modes   of   useĺ     

Biudvňe�e   �ie�     

In  addiঞonķ  in  AI  systems  each  user  commonѴy  experiences  onѴy  a  smaѴѴ  porঞon  of  a  systemĽs                  
behaviour  and  its  resuѴtsķ  as  these  are  o[en  highѴy  dependent  on  personaѴ  preference  profiѴes                
and  usersĽ  history  of  interacঞon  with  the  sys tem  ŐHamiѴton  et  aѴĺķ  ƑƏƐƓőĺ  A  ľ birds-eye  view”  that                  
wouѴd  make  system  behaviours  experienced  by  many  different  users  and  the  effects  that  these                
entaiѴ  observabѴe  is  not  avaiѴabѴe  to  normaѴ  usersĺ  That  makes  it  difficuѴt  for  peopѴe  to  deveѴop  an                   
awareness  and  understanding  of  how  the  underѴying  properঞes  and  behaviours  of  a  system  using                
AI  technoѴogy  may  be  reѴated  to  harmfuѴ  personaѴ  and  societaѴ  effects  Őeĺgĺ  misinformaঞon               
ŐFourney  et  aѴĺķ  ƑƏƐƕĸ  AѴѴco�  et  aѴĺķ  ƑƏƐƖĸ  Hassanķ  ƑƏƐƖĸ  Fernandez  ş  BeѴѴoginķ  ƑƏƑƏőķ  onѴine                 
radicaѴizaঞon  ŐRibeiro  et  aѴĺķ  ƑƏƑƏőőĺ  Thus  there  is  Ѵi�Ѵe  moঞvaঞon  and  few  possibiѴiঞes  for  peopѴe                 
to   reflect   on   their   assumpঞons   and   the   behavi our   of   the   underѴying   AI   systems   whiѴe   using   themĺ     

Pui�ac�   pueveu�aࢼon   

Last  but  not  Ѵeastķ  a  compѴex  issue  underѴying  aѴѴ  AI  systems  is  how  they  deaѴ  with   privacy                   
preservaࢼon.  The  EU  GDPR  reguѴaঞon  has  forced  providers  to  discѴose  how  a  system  coѴѴectsķ                
processes  and  uses  personaѴ  data  of  the  usersķ  but  this  informaঞon  and  its   implicaࢼons  are                 
difficuѴt  to  understandĺ  Most  criঞcaѴѴyķ  how  AI  systems  can  be  designed  and  appѴied  in   privacy                 
preserving  ways ķ  as  aѴternaঞves  to  dataŊgreedy  approaches  are  unknown  to  most  usersĺ  This  Ѵeads                
to  a  faѴse  sense  of  inevitabiѴity  of  surrendering  person aѴ  data  as  a  tradeŊoff  for  effecঞve  use  Ŋ                   
o[en   a   faѴse   diѴemma   resuѴঞng   from   biased   system   design   choices   ŐLarson   et   aѴĺķ   ƑƏƐƕőĺ   

In  addiঞon  to  the  outѴined  key  properঞes  and  principѴes  of  AI  technoѴogies  in  the  chapterķ  there                  
is  thus  a  need  for  more  research  to  what  eѴse  shouѴd  endŊusersķ  on  one  handķ  and  the  different                    
societaѴ  actors  such  as  AI  designers  and  reguѴatorsķ  on  the  other  handķ  need  to  understand  and                  
consider   in   their   useķ   design   and   impѴementaঞon   of   AI   systems   in   pracঞceĺ     
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There  was  a  consensus  between  the  different  experts  we  interviewed  within  the   Reflecࢼve  AI                
project  that   the  ѴeveѴ  of  responsibiѴity  that  shouѴd  be  a�ributed  towards  the  end-users  shouѴd                
be  Ѵimited:  users  couѴd  be  made  aware  of  certain  issues  and  risks  with  respect  to  the  use  of  AI                     
technoѴogies  and  they  need  to  have  some   basic  ѴeveѴ  of  understanding  of  the  workings  of  AI                 
aѴgorithms ĺ  Howeverķ   structuraѴ  measures  (e.g.  ethicaѴ  guideѴines,  reguѴaঞon)  shouѴd  aѴso  be             
put  in  pѴace   that  make  sure  that  AI  is  deveѴoped  and  appѴied  safeѴy  and  responsibѴy  by  the                   
deveѴopers   and   providers   of   AI    technoѴogiesĺ   



  

  

  

ƒ.Ƒ   AI   deveѴopers   and   designers   

WhiѴe  the  previous  secঞon  addressed  what  endŊusers  need  to  understand  about  AI  in  order  to                 
use  such  technoѴogies  in  a  reflecঞve  mannerķ  we  recognize  that  designers  of  AI  systems  shouѴd                 
aѴso  consider  what  makes  it  difficuѴt  for  peopѴe  to  deveѴop  this  kind  of  understanding  and                 
capacity  for  Reflecঞve  AI  useĺ  We  need  to  understand  how  we  can  design  AI  systemsķ  dedicated                  
Ѵearning  environments  or  intervenঞonsķ  that  enabѴe  peopѴe  and  provide  opportuniঞes  for  peopѴe              
to   deveѴop   such   kinds   of   reflecঞve   understanding   of   main   AI   and   principѴes   and   properঞesĺ     

Thereforeķ  this  secঞon  addresses  the  aspects  that  AI  designers  and  deveѴopers  need  to               
understand  about  usersŝ  needs  or  change  in  their  work  pracঞces  to  be  abѴe  to  support  the  end                   
users   be�er   in   achieving   Reflecঞve   AI   useĺ   

One  of  the  main  aspects  that  was  menঞoned  many  ঞmes  in  the  interviews  is  the  fact  that  AI                    
deveѴopers  and  designers  o[en  aѴso  don’t  understand  enঞreѴy  how  the  systems  they  are               
creaঞng  make  certain  decisions ĺ  With  increasingѴy  more  compѴex  aѴgorithms  used  to  fuѴfiѴѴ  tasks               
in  aѴѴ  areas  of  Ѵifeķ  the  ľbѴack  boxĿ  ŐCasteѴvecchiķ  ƑƏƐѵő  predicঞve  modeѴs  can  become  so                 
compѴicated  that  no  human  can  understand  how  the  input  variabѴes  are  jointѴy  reѴated  to  each                 
other   to   reach   the   finaѴ   output   Őeĺgĺ   Rudin   ş   Radinķ   ƑƏƐƖőĺ     

This  contributes  to  the  fact  that  in  many  cases  AI  designers  and  deveѴopers  can  see  the  probѴems                   
they  havenĽt  considered  during  the  deveѴopment  process  manifesঞng  themseѴves  onѴy            
postŊfactumĺ  Furthermoreķ  this  means  that  even  AI  designers  and  deveѴopers  cannot  aѴways              
sufficientѴy  expѴain  a  given  outcome  of  the  aѴgorithm  which  makes  it  even  harder  to  expѴain  it  for                   
endŊusers   who   know   aѴmost   nothing   about   the   issueĺ     

One  of  the  interview  partners  specificaѴѴy  focused  on  UX  designers  whoķ  according  to  himķ  o[en                 
have  very  Ѵimited  understanding  of  what  AI  technoѴogies  are  capabѴe  of  and  are  therefore                
perceiving  them  in  a  simiѴar  way  as  the  endŊusersĹ  as  a  sciŊfi  futurisঞc  scenario  and  not  as                   
something   that   is   aѴready   impѴementedķ   used   and   needs   to   be   understood   and   expѴainedĺ     

This  cѴaim  is  supported  by  research  that  finds  that  UX  designers  struggѴe  with  both  conceptuaѴ                 
and  operaঞonaѴ  knowѴedge  of  machine  Ѵearning  capabiѴiঞesķ  Ѵimitaঞons  and  data  requirementsķ  in              
order  to  ideate  reaѴisঞc  appѴicaঞons  that  address  endŊusersĽ  needs  and  fit  a  parঞcuѴar  context                
ŐDove   et   aѴĺķ   ƑƏƐƕĸ   DudѴey   ş   Kristenssonķ   ƑƏƐѶőĺ     

The  UX  designer  group  is  parঞcuѴarѴy  important  because  they  are  the  connecঞon  between  the                
endŊusers  and  the  AI  deveѴopers  and  they  are  the  ones  who  shouѴd  Ѵink  these  two  sides  and                   
make  the  technoѴogy  accessibѴe  and  understandabѴe  for  the  usersĺ  Thereforeķ  it  is  cruciaѴ  that                
designers  are  provided  with  the  tooѴs  to  understand  how  AI  technoѴogies  funcঞon  so  that  they                 
can   Ѵater   create   pa�erns   or   guideѴines   that   heѴp   users   to   navigate   the   systemsĺ     

The  fact  that  many  endŊusers  perceive  AI  as  something  hidden  and  magicaѴķ  and  take  the  resuѴts                  
it  provides  at  face  vaѴueķ  is  actuaѴѴy  exacerbated  by  the  currentѴy  dominant  approach  to  user                 
experience  design  in  commerciaѴ  pracঞceĺ  Driven  by  the  necessity  to  increase  engagement  and               
conversions  Őthe  goaѴ  provided  to  by  the  managementķ  see  secঞon  ƑĺƐőķ  current   UX  designs   tend                 
to   consciousѴy   hide  the  compѴexiঞes  of  the  underѴying  system  in  order  to  make  the  process  as                  
seamѴess  as  possibѴe  ŐHamiѴton  et  aѴĺķ  ƑƏƐƓőĺ  Such  designs  nudge  the  customers  to  take  the                 
recommendaঞons  at  a  face  vaѴue  and  as  a  resuѴt  buy  the  recommended  products  without                
quesঞoning   the   quaѴity   of   the   recommendaঞonĺ     

IncѴuding  expѴanaঞons  into  these  processes  is  mainѴy  done  for  internaѴ  purposes  Ŋ  eĺgĺ  for                
machine  Ѵearning  engineersķ  who  use  expѴainabiѴity  to  debug  the  modeѴ  itseѴf  ŐBha�  et  aѴĺķ  ƑƏƑƏő  Ŋ                  
and  not  necessariѴy  for  the  end  usersĺ  Moreoverķ  if  one  wouѴd  want  to  incѴude  such  expѴanaঞonsķ                  
one  wouѴd  need  to  Ѵearn  how  to  visuaѴize  uncertainty  Őeĺgĺ  see  HoѴzingerķ  ƑƏƐѶőķ  or  expѴain  to  the                   
user  that  the  recommendaঞon  is  not  ƐƏƏѷ  fiমng  for  themķ  which  in  turn  wouѴd  most  ѴikeѴy  not                   
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resuѴt  in  a  purchaseĺ  Howeverķ  hiding  this  informaঞon  from  the  users  vioѴates  the  basic  principѴes                 
of  UX  and  reflecঞve  AI  design  ŐoutѴined  in  secঞon  ƓĺƐő  such  as  understanding  and  controѴѴing  the                  
systemĺ   

Furthermoreķ  many  interview  partners  menঞoned  the  fact  that  AI  deveѴopers   don’t  have  the               
understanding  or  sensiঞvity   that  they  are  deveѴoping  artefacts  and  technoѴogies  that  can              
profoundѴy  influence  the  individuaѴ  and  pubѴic  Ѵife ķ  but  rather  think  of  their  work  mostѴy  in  terms                  
of  opঞmizing  the  outcomes  of  aѴgorithmic  processesĺ  According  to  some  of  the  experts  we                
interviewedķ  the  deveѴopers  of  AI  technoѴogies  shouѴdnĽt  onѴy  Ѵearn  mathemaঞcaѴ  and             
technoѴogicaѴ  operaঞonsķ  but  shouѴd  have  a  curricuѴum  that  aѴso  integrates  phiѴosophicaѴķ  ethicaѴ              
and  societaѴ  topics  and  issues  for  consideraঞonĺ  This  aѴso  mirrors  suggesঞons  from  recent               
research   Őeĺgĺ   SaѴtz   et   aѴĺķ   ƑƏƐƖőĺ   

The  same  way  doctors  are  being  trained  with  the  idea  that  their  work  wiѴѴ  be  influencing  humans                   
and  society  in  a  dramaঞc  wayķ  AI  deveѴopers  shouѴd  have  a  simiѴar  understanding  of  the                 
importance  of  their  roѴe  and  responsibiѴityĺ  As  one  of  the  interviewees  put  itĹ  ľ We  need  to  create  a                    
level  of  awareness  among  developers  by  providing  them  with  tools  to  evaluate  the  ethical  implicaࢼons                 
of   their   work,   because   so   far   they   only   want   to   opࢼmize   and   increase   the   accuracy   of   the   final   results” ĺ   

Most  of  the  interview  partners  see  AI  deveѴopers  and  designers  as  actors  with  very  high                 
responsibiѴity  and  abiѴity  to  influence  the  deveѴopment  of  Reflecঞve  AI  technoѴogiesĺ  Here  they               
donĽt  necessariѴy  mean  the  individuaѴ  designers  or  programmersķ  but  rather  the  companies  and               
enঞঞes   that   are   responsibѴe   for   the   creaঞon   and   markeঞng   of   such   technoѴogies   as   a   whoѴeĺ     

Some  of  the  interview  partners  suggested  that  the  efforts  towards  achieving  Reflecঞve  AI  shouѴd                
start  with  the  AI  designers  and  deveѴopers  by  providing  them  with  the  right  tooѴs  to  understand                  
and  reflect  on  their  own  posiঞon  and  responsibiѴityĺ  Others  focus  more  on  the  need  for  be�er                  
reguѴatory   systems   and   frameworks   in   the   fieѴd   of   AIĺ     

FinaѴѴyķ  designers  and  deveѴopers  of  AI  systems  are  o[en  private  actors  and  enঞঞesķ  even  if  in                  
some  regions  and  contextsķ  states  and  pubѴic  structures  are  aѴso  acঞveѴy  parঞcipaঞng  in  the                
deveѴopment  of  such  technoѴogies  Őeĺgĺ  Europeķ  Chinaőĺ  Given  thisķ  one  of  the  biggest  chaѴѴenges                
that  many  of  our  interview  partners  saw  in  the  deveѴopment  of  Reflecঞve  AI  technoѴogies  is  the                  
tension  between  the  private  interests  -  nameѴy  profit  maximizaঞon  -  and  the  pubѴic  good ĺ  For                 
exampѴeķ  many  companies  need  a  Ѵot  of  user  data  to  make  their  business  modeѴs  work  properѴyķ                  
thus   data   privacy   is   by   Ѵogic   contradictory   to   their   own   business   goaѴs   and   interestsĺ     

These  inevitabѴe  contradicঞons  within  a  market  economy  cannot  be  soѴved  by  the  free  market                
aѴoneĺ  Even  if  some  interview  partners  suggested  that  increased  consumer  sensiঞvity  wouѴd  push               
the  companies  towards  more  ethicaѴ  behavior  and  despite  the  a�emptsķ  especiaѴѴy  in  Europeķ  to                
create  a  narraঞve  that  wouѴd  Ѵink  the  ethicaѴ  behavior  and  the  increased  customer  trust  with                 
higher  profitabiѴityķ  aѴmost  aѴѴ  interview  partners  expressed  the  need  of  insঞtuঞonaѴ  pubѴic              
reguѴaঞons  and  guideѴines  that  wouѴd  effecঞveѴy  controѴ  the  AI  deveѴopment  process  Őmore  in               
the   foѴѴowing   subchapterőĺ   

ƒ.ƒ   AI   reguѴators   

Most  of  the  interview  partners  agreed  that  one  of  the  very  important  ѴeveѴs  of  intervenঞon  in                  
order  to  guarantee  the  deveѴopment  of  truѴy  Reflecঞve  AI  technoѴogies  and  pracঞcesķ  is  the                
existence  of  adequate  reguѴatory  and  ѴegaѴ  frameworksĺ  Insঞtuঞons  shouѴd  step  inķ  provide              
standards  and  controѴ  the  deveѴopment  and  impѴementaঞon  of  AI  technoѴogies   before  they  are               
made   avaiѴabѴe   for   the   endŊusersĺ     

The  main  probѴem  menঞoned  by  many  experts  is  the  fact  that   pubѴic  reguѴators  are  very  sѴow                  
and  o[en  bureaucraঞcķ  due  to  the  nature  of  their  workķ  whiѴe  the  technoѴogicaѴ  deveѴopments                
are  occurring  at  a  differentķ  faster  paceĺ  This  speed  discrepancy  contributes  to  the  fact  the                 
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reguѴaঞons  and  controѴ  come  in  pѴace  onѴy  a[er  severe  maѴfuncঞons  and  probѴems  have               
manifested   themseѴvesĺ     

The  need  for  a  more  democraঞc  controѴ  over  private  enterprises  that  are  deveѴoping  AI                
technoѴogies  was  formuѴated  as  foѴѴowsĹ   “Governments  should  be  able  to  access  and  audit  the                
process  of  AI  technology  development.  If  some  of  the  developed  technologies  are  not  benefiࢼng  or  are                  
even  harming  society,  they  should  not  be  allowed  on  the  market.  These  technologies  should  fulfill                 
certain  standards.  It  is  not  possible  to  develop  technologies  that  are  100  ѵ  discriminaࢼon  and  bias                  
free,  but  we  shoould  at  leats  try  [...]  We  should  have  something  like  the  equivalent  of  the  German  TݸV                     
[periodic   vehicle   control]   for   AI   technologies''.     

Howeverķ  even  if  the  prevaiѴing  percepঞons  of  pubѴic  insঞtuঞons  is  as  sѴow  and  badѴy  prepared  to                  
cope  with  the  upcoming  technoѴogicaѴ  deveѴopmentsķ  there  were  experts  who  are  cѴoseѴy              
working  with  the  pubѴic  administraঞon  in  Germanyķ  who  disagree  with  this  view  and  see  the                 
pubѴic  administraঞon  as  modern  and  adaptabѴeķ  especiaѴѴy  when  given  the  right  tooѴs  to  deaѴ  with                 
the  emerging  digitaѴizaঞon  trendsĺ  Thereforeķ  a  producঞve  direcঞon  of  research  couѴd  be  to  find                
ways  to  equip  pubѴic  servants  with  the  knowѴedge  and  tooѴs  that  wouѴd  heѴp  them  to  understand                  
be�er   AI   systems   in   order   to   be   abѴe   to   controѴ   them   be�erĺ   

There  are  different  ideas  about  which  organisaঞons  and  insঞtuঞons  shouѴd  be  responsibѴe  for               
controѴѴing  the  AI  deveѴopment  processĺ  WhiѴe  some  of  our  interview  partners  point  towards               
governments  and  pubѴic  servantsķ  others  are  Ѵooking  at  supraŊgovernmentaѴ  structures  such  as              
the  EU  or  the  UNĺ  A  promising  deveѴopment  in  this  regard  isķ  for  instanceķ  the  recent  European                   
Commission   dra[   ѴegaѴ   framework   on   estabѴishing   trustworthy   AI   within   the   Union ĺ     Ѷ

A  third  group  of  experts  addressed  the  need  for  estabѴishing  ľnew  insঞtuঞonsĿ  that  are  faster                 
and  be�er  equipped  for  the  new  technoѴogicaѴ  reaѴiঞes  and  that  couѴd  come  from  civiѴ  societyĺ                 
Howeverķ  the  Ѵa�er  aѴso  acknowѴedge  that  civiѴ  society  actors  are  sঞѴѴ  not  weѴѴ  organized  and  the                  
efforts  there  are  spread  across  many  smaѴѴer  enঞঞes  which  makes  coordinated  coѴѴecঞve  acঞons               
harderĺ  In  this  senseķ  one  of  the  possibѴe  direcঞons  to  go  for  wouѴd  be  to  deveѴop  tooѴs  and                    
formats   for   civiѴ   society   actors   to   organize   be�er   togetherĺ   

Ѷ   Europe  fit  for  the  DigitaѴ  Age:  Commission  proposes  new  ruѴes  and  acঞons  for  exceѴѴence  and  trust  in                    
ArঞficiaѴ   InteѴѴigence:    h�ps:ņņec.europa.euņcommissionņpresscornerņdetaiѴņenņIPōƑƐōƐѵѶƑ     
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ˢ̮͓H͓ow͓c͓an͓w͓e͓d͓esign͓s͓ƺstems͓a͓nd͓s͓olutions͓t͓hat͓͓͔ ͔ ͔ ͔ ͔ ͔ ͔ ͔ ͔
support͓͓a͓͓͓r͓eǍective͓͓u͓se͓͓o͓f͓͓A͓I̯͓ ͓͔
The  previous  secࢼon  has  highlighted  what  different  types  of  actors  should  be  able  to  understand  about                  
AI  in  order  to  use  it  safely  and  responsibly,  to  harness  its  benefits  and  prevent  harms.   In  |hiv  vecࢼon  �e                      
|�un  |o  |he  q�evࢼonث  ho�  co�Ѳd  |he  devign  of  AI  v�v|emv  adduevv  |heve  needvĴ  To  |hiv  endĶ  �e                    
puopove   concue|e   devign   convideuaࢼonv   fou   AI   v�v|emv   |o   be�eu   v�ppou|   ueflecࢼ�e   �veĸ     

How  couѴd  we  design  AI  systems  to  enabѴe  end-users  and  stakehoѴders  to  be�er  understand  AI                 
and  its  consequences  in  order  to  use  and  govern  it  responsibѴy,  harness  its  benefits  and  prevent                  
harms?   We  have  asked  that  quesঞon  in  a  workshop  to  an  interdiscipѴinary  group  of  researchers                 
from  academia  and  industryĸ  we  have  discussed  it  in  expert  interviews  to  a  wider  range  of                  
stakehoѴders  from  researchķ  educaঞonķ  companiesķ  media  and  civiѴ  society  iniঞaঞvesĸ  and  we              
have   addressed   it   by   invesঞgaঞng   exisঞng   Ѵiteratureĺ     

The  insights  presented  in  this  secঞon  stem  ѴargeѴy  from  the  expert  interviewsķ  the               
interdiscipѴinary  workshop  ľReflecঞve  AI  in  a  digitaѴ  societyĿķ  wri�en  contribuঞons  from  some  of               
the  workshop  parঞcipants  and  from  the  subsequent  anaѴysis  and  ideas  of  the  project  partnersĺ                
When  addiঞonaѴ  observaঞons  are  incѴuded  based  on  Ѵiterature  Őor  when  Ѵiterature  corroborates              
the   findings   from   the   workshop   and   interviewső   this   is   supported   with   corresponding   referencesĺ     

Guiding  principѴes  for  a  responsibѴe  design  and  use  of  AI  have  increasingѴy  been  described  in  a                  
rising  number  of  documents  by  different  types  of  actors  Őfor  a  review  see  FjeѴd  et  aѴĺķ  ƑƏƑƏőĺ                   
These  describe  highŊѴeveѴ  principѴes  as  normaঞve  requirements  that  AI  shouѴd  fuѴfiѴѴĺ  Thereby  a               
growing  consensus  is  emerging  around  a  set  of  key  themes  Ősee  FjeѴd  et  aѴĺķ  ƑƏƑƏőĹ   privacy,                  
accountability,  safety  and  security,  transparency  and  explainability,  fairness  and  non-discriminaࢼon,            
human-control   of   technology,   professional   responsibility,   promoࢼon   of   human   values.     

These  guiding  principѴes  for  responsibѴe  AI  are  hugeѴy  importantĺ  But  it  is  sঞѴѴ  a  chaѴѴenge  to  break                   
them  down  to  operaঞonaѴizabѴe  design  consideraঞonsĺ  We  aimed  to  derive  concrete  design              
suggesঞons  that  AI  systems  shouѴd  consider  in  order  to  impѴement  the  requirements  for  enabѴing                
a   reflecঞve   use   of   AI   Ősee   Chapter   ƒőķ   that   we   see   as   a   ľmissing   ѴinkĿ   in   current   approachesĺ     

Therebyķ   the  need  to  demysঞfy  AI  is  an  overarching  prerequisite  for  a  more  reflecঞve  use  of  AI.                   
As  discussed  in  Secঞon  ƒķ  this  hoѴds  both  for  generaѴ  percepঞons  of  AI  by  ѴaypeopѴe  as  weѴѴ  as  for                     
misconcepঞons   of   different   types   of   actors   in   using   AIĺ     

It  is  not  onѴy  the  generaѴ  pubѴic  that  o[en  reѴates  AI  to  a  ľmysঞcaѴĿ  inteѴѴigence  from  SciFi  moviesķ                    
unaware  that  AI  is  present  in  many  daiѴy  acঞviঞes  they  perform ,   such  as  browsing  on  the  Internet                   
or  in  the  feeds  of  their  sociaѴ  networksĺ   Misconcepঞons  about  the  nature  and  the  behaviour  of                  
AI  systems  are  aѴso  heѴd  by  decision-makers  when  they  make  decisions  that  affect  both                
individuaѴs   and   society.     

  

  

Ƒ͓Ɠ   

In  this  secঞon  we  thus  discuss  what  shouѴd  be  accounted  for  in  the  design  of  AI  systems  to                    
enabѴe  the   dem�vࢼficaࢼon  of  AI :   to   heѴp  users  to  deveѴop  a  be�er  understanding  of  AI  systems                  
and  their  actuaѴ  ways  of  operaঞon  -  and  to  keep  controѴ  of  how  their  personaѴ  data  are  used                    
by   AIĺ   To   this   endķ   we   propose   design   consideraঞons   for   AI   systems   on   three   main   ѴeveѴsĹ   

● Transparency   of   AI   presence   (“AI   inside”),   

● UnderstandabiѴity   of   AI   (“hidden   properঞes”),   

● ControѴ   over   the   use   of   personaѴ   data   in   AI   (“privacy   preserving   AI”).   



  

  

  

The  foѴѴowing  diagram  iѴѴustrates  the  envisioned  processes  of  experienঞaѴ  Ѵearning  about  key              
hidden  properঞes  of  AI  described  in  detaiѴ  in  the  foѴѴowing  secঞonĺ  The  Ѵe[  side  of  the  diagram                   
summarizes  the  key  probѴems  with  regard  to  usersĽ  percepঞon  of  AI  Őas  described  in  Secঞon  ƒĺƐőķ                  
whiѴe  the  right  side  of  the  diagram  shows  how  these  faѴse  percepঞons  couѴd  be  chaѴѴenged  in                  
order   to   empower   endŊusers   to   use   AI   technoѴogies   more   reflecঞveѴy   Őas   outѴined   in   Secঞon   Ɠőĺ   

  
Diagram   Ɛĺ   To�ards   Reflecঞ�e   AIĹ   EndŊ�sers   and   e�perienঞaѴ   Ѵearning   abo�|   hidden   properঞes   of   AIĺ     

Ɠ.Ɛ.   Transparency   of   AI   presence   (“AI   inside”)   

An  aѴert  couѴd  noঞfy  the  user  if  there  is  an  AI  aѴgorithm   working  in  the  background ķ   simiѴar  to                    
how  the  GDPR  requires  companies  to  inform  the  user  that  they  are  coѴѴecঞng  their  data  and                  
which  data  is  being  coѴѴectedĺ  At  the  next  ѴeveѴķ  users  couѴd  be  informed  about  the  different                  
purposes  for  which  AI  is  used  in  the  systemĺ  As  one  of  the  interview  parঞcipants  menঞonedĹ                  
“people  have  a  right  to  access  this  layer,  trying  to  pull  back  the  curtain  to  give  an  idea  what  is  going  on                        
with   their   data,   first   step   with   people   taking   control” ĺ     

This  wouѴd   ensure  a  basic  ѴeveѴ  of   |uanvpauenc�   of  AI  puevence   for  any  given  systemĺ  It  couѴd  be                    
achievedķ  for  exampѴeķ  by  showing  an  icon  and  then  offering  addiঞonaѴ  informaঞon  about  the                
underѴying  AI  system  onŊdemandĺ  This  is  importantķ  because  if  users  do  not  know  that  AI  is                  
invoѴved  in  the  system  they  are  usingķ  what  its  capaciঞes  and  Ѵimitaঞons  areķ  using  the  system                  
unaware   can   Ѵead   to   personaѴ   and   societaѴ   harms   Ősee   Secঞon   ƑĺƐőĺ     

At  the  next  ѴeveѴ  of  a�enঞonķ  the  system  design  shouѴd  make  it  cѴear  and  transparent  to  the                   
users  exactѴy  which  parts  of  the  system  funcঞonaѴity  are  based  on  AI  and  what  effects  this  has                   
on  the  systemĽs  resuѴts  and  behaviourĺ  One  soѴuঞon  couѴd  be  to  provide  expѴanatory  ľtoursĿ  of                 
the  system  that  expѴain  its  behaviour  and  the  roѴe  of  AI  in  it  Őand  mandate  it  by  reguѴaঞonőķ  simiѴar                     
to  the  guided  tours  of  main  features  that  are  aѴready  commonѴy  provided  to  new  users  or  a[er                   
system   upgrades   ŐľWhatĽs   newĿő   by   different   kinds   of   so[ware   ĺ     

Extending  such  guided  tours  with  a  parঞcuѴar  focus  on  the  roѴe  and  purposes  of  the  usage  of  AI                    
in  a  given  system  couѴd  be  done  in  a  simiѴar  wayĺ  Another  way  to  address  this  ѴeveѴ  of  signaѴing                     

  

Ƒ͓Ɣ   

Ensuring  that  users  are  aware  of  the  presence  of  AI   in  a  system  they  are  using  is  a                    
fundamentaѴ  prerequisite  for  demysঞfying  AI  and  heѴping  users  understand  its  underѴying             
natureĺ  This  is  currentѴy  missing  in  many  systemsķ  especiaѴѴy  those  used  by  the  generaѴ  pubѴic                 
as  part  of  their  everyday  Ѵives  Őeĺgĺ  Internet  searchķ  onѴine  sociaѴ  networksĸ  see  Secঞon  ƑĺƑĺƑőĺ  A                  
simpѴe  soѴuঞonķ  a  weѴѴŊvisibѴe   “ѴabeѴ”  (e.g.  “AI  inside”)  and/or  an  aѴert  signaѴѴing  the  presence  of                 
AI    couѴd   aѴready   heѴp   as   a   first   ѴeveѴ   of   raising   user   a�enঞonĺ     



  

  

  

couѴd  be  achieved  by  marking  specific  funcঞonaѴiঞes  where  AI  pѴays  a  roѴe  Őeĺgĺ  an  AI  icon  over                   
these  funcঞonaѴiঞeső  and  adding  short  narraঞve  expѴanaঞons  to  them  Őeĺgĺ  Ѵike  tooѴ  ঞps               
commonѴy   used   to   expѴain   features   of   exisঞng   systemsőĺ     

It  is  however  uncѴear  to  which  extent  users  wouѴd  be  wiѴѴing  to  engage  with  this  informaঞon  and                   
how  it  shouѴd  be  presentedķ  so  that  it  is  easiѴy  understandabѴe  for  many  different  usersĺ                 
Providing  this  informaঞon  is  aѴso  ѴikeѴy  to  increase  the  overaѴѴ  informaঞon  Ѵoad  on  usersķ  who                 
thus  might  avoid  considering  itĺ  These  probѴems  are  simiѴar  to  the  provision  of  informaঞon  about                 
the  use  of  personaѴ  data  mandated  by  GDPR  with  expѴanaঞons  and  seমngs  that  are  difficuѴt  to                  
understand   and   to   use   effecঞveѴy   ŐSanchezŊRoѴa   et   aѴĺķ   ƑƏƐƖĸ   Utz   et   aѴĺķ   ƑƏƐƖőĺ     

How  these  different  ѴeveѴs  of  signaѴѴing  of  AI  presence  shouѴd  be  best  addressedķ  so  that  they                  
actuaѴѴy  a�ract  user  a�enঞonķ  moঞvate  them  to  engage  with  the  presented  informaঞonķ  avoid               
informaঞon  overѴoad  and  make  it  easiѴy  understandabѴeķ  are  open  research  quesঞonsĺ  Devising              
suitabѴe  soѴuঞons  couѴd  buiѴd  on  exisঞng  research  in  aѴgorithmic  awareness  Őeĺgĺ  AѴvarado  ş               
Waernķ  ƑƏƐѶĸ  EsѴami  et  aѴĺķ  ƑƏƐƔőķ  humanŊAI  interacঞon  Őeĺgĺ  Amershi  et  aѴĺķ  ƑƏƐƖő  and  persuasive                 
communicaঞon  for  behaviouraѴ  change  ŐDe  Wit  et  aѴĺķ  ƑƏƏѶĸ  MoyerŊGus࣐ķ  ƑƏƏѶĸ  Novak  et  aѴĺķ                
ƑƏƐѶőĺ   

To  impѴement  this  approach  itĽs  not  onѴy  the  chaѴѴenges  of  understandabiѴityķ  user  engagement               
and  informaঞon  overѴoad  that  need  to  be  resoѴvedĺ  Whether  the  described  kinds  of  informaঞon                
wiѴѴ  be  wiѴѴingѴy  provided  by  the  companies  to  the  users  is  not  enঞreѴy  evident  and  companies                  
might  not  be  moঞvated  to  do  soĺ  ReveaѴing  this  informaঞon  shouѴd  be  in  the  interest  of  the                   
companies  themseѴves  as  it  can  increase  usersŝ  trust  in  the  AI  system  and  its  resuѴtsķ  as  weѴѴ  as  in                     
the  company  itseѴfĺ  But  as  some  interview  parঞcipants  describedķ  many  companies  are  ľopaque               
and  secreঞveĿ  and  their  services  are  designed  in  a  way  that  the  users  shouѴd  not  be  aware  or                    
informed  of  what  is  happening  in  the  backgroundĺ  So  this  kind  of  transparency  wouѴd  ѴikeѴy  need                  
to   be   mandated   by   reguѴaঞonĺ     

Moreoverķ  as  highѴighted  in  the  interviewsķ  a   steep  learning  curve  in  understanding  AI  is  expectedĹ                 
ľ Once  you  have  seen  the  explanaࢼons  a  few  ࢼmes,  you  don’t  need  them.  When  you  have  a  new                    
customer,  you  can  explain,  but  a[er  a  certain  point,  maybe  they  have  gained  trust  in  the  system,  and                    
don’t  need  explanaࢼons  any  longer”   Őas  an  interview  parঞcipant  put  itőĺ  This  suggests  that  the                 
e�pѲanaࢼonv  abo�|  |he  puevence  and  p�upovev  of  AI   provided  at  this  first  ѴeveѴ  of  awareness  ѴikeѴy                  
need  to  be  scaffoѴded  ŐQuintana  et  aѴĺķ  ƑƏƏƓĸ  Jackson  et  aѴĺķ  ƐƖƖѶĸ  Sharma  ş  Hannafinķ  ƑƏƏƕő  at                   
different  ѴeveѴs  of  compѴexityĺ  Rather  than  aiming  at  providing  a  fuѴѴŊsized  understanding  aѴѴ  at                
onceķ  they  couѴd  Ѵead  the  users  to  successiveѴy  be�er  understanding  of  what  they  need  to  be                  
aware   of   and   understand   in   order   to   use   the   system   competentѴyķ   safeѴy   and   responsibѴyĺ     

  

Ƒ͓ѵ   

Moreover,  the  awareness  of  the  presence  of  AI  and  the  purposes  of  its  use  in  a  given  system                    
shouѴdn’t  be  seen  as  a  sufficient  goaѴ  in  itseѴf.   That  is  onѴy  a  necessary  first  step,  a  prerequisite                    
for  Ѵearning  about  what  the  system  does,  what  for  and  how  it  uses  AI  and  the  consequences                   
thereof.   This  in  turn  is  a  prerequisite  for  sovereign  usage  and  controѴ  of  a  systemĽs  use  by  the                    
user  Őthe  principѴe  of  autonomyőĺ  And  it  is  aѴso  a  prerequisite  for  the  users  to  be  abѴe  to                    
criঞcaѴѴy  assess  and  chaѴѴenge  system  resuѴts  and  provide  feedback  to  system  deveѴopers  and               
providersĺ     

The  change  in  how  AI  systems  are  perceived  by  peopѴe  is  a  profound  chaѴѴenge  Ŋ  it  requires  a                    
fundamentaѴ  shi[  in  the  minds  of  users  as  weѴѴ  as  in  the  aমtudes  of  the  companiesĺ                  
Transparency  of  AI   caѴѴs  for  reveaѴing   what  sort  of  technoѴogy  is  being  used  in  a  specific  case,                   
how   it   is   used   to   benefit   the   individuaѴ   and   what   the   risks   of   this   technoѴogy   are ĺ     



  

  

  

This  raises  the  quesঞon  of  what  kind  of  informaঞon  and  what  kind  of  expѴanaঞons  couѴd  Őand                  
shouѴdő  be  provided  for  this  purposeĺ  Moreoverķ   in  Secঞon  ƒ  we  Ѵaid  out  why  an  understanding  of                   
the  impѴicaঞons  of  the  use  of  AI  in  a  system  requires  peopѴe  to  understand  the  underѴying                  
principѴes   and   properঞes   of   AI   that   are   normaѴѴy   hiddenĺ     

Ɠ.Ƒ   UnderstandabiѴity   of   operaঞonaѴ   principѴes,   properঞes   and   risks   of   AI   

Once  the  users  are  aware  that  there  is  an  AI  aѴgorithm  working  in  the  background  and  for  what                    
purposes  it  is  usedķ  they  wouѴd  need  to  be  expѴained  what  the  AI  system  doesķ  how  it  does  it  and                      
which  risks  this  may  possessĺ  This  is  the  next  ѴeveѴ  of  user  awareness  of  AIĺ  How  much  and  which                     
parts  of  the  system  to  expѴain  to  the  usersķ  is  sঞѴѴ  a  quesঞon  to  be  answeredĺ  It  is  not  enough  to                       
just  inform  peopѴe  about  the  consequences  of  an  unreflecঞve  use  of  systems  empѴoying  AI  Őeĺgĺ                 
the  risks  of  overtrusঞng  the  system  resuѴts  when  taking  decisionsķ  the  potenঞaѴ  effects  on  oneĽs                 
beѴiefs   and   percepঞonsĸ   see   Secঞon   ƒőĺ     

If  peopѴe  are  presented  with  informaঞon  that  contradicts  their  exisঞng  beѴiefs  and  opinionsķ  they                
are  ѴikeѴy  to  refute  it  ŐNyhan  ş  Reflerķ  ƑƏƐƏőķ  as  opposed  to  informaঞon  that  confirms  what  they                   
aѴready  beѴieve  in  Őthe  soŊcaѴѴed  confirmaঞon  biasőĺ  SimiѴarѴyķ  as  research  in  persuasive              
communicaঞon  has  shownķ  a  number  of  factors  beyond  the  informaঞon  content  influence  the               
extent  to  which  a  given  message  Őinformaঞonő  is  uѴঞmateѴy  accepted  by  a  person  ŐNauѴ  ş  Liuķ                  
ƑƏƐƖőĺ  At  the  same  ঞmeķ  narraঞve  and  entertainment  educaঞon  strategies  can  be  a  promising                
approach  for  persuasive  communicaঞonķ  if  their  design  appropriateѴy  considers  specific  factors             
that  influence  the  ѴikeѴiness  of  acceptance  by  the  users  ŐMoyerŊGus࣐ķ  ƑƏƏѶĸ  SѴater  ş  Rounerķ                
ƑƏƏƑőĺ   

Ɠ.Ƒ.Ɛ   ExpѴaining   operaঞonaѴ   principѴes   

In  order  to  make  the  expѴanaঞons  of  the  risks  and  potenঞaѴ  harms  credibѴe  and  comprehensibѴe                 
to  usersķ  we  have  argued  that  it  is  essenঞaѴ  that  they  aѴso  deveѴop  some  ѴeveѴ  of  understanding  of                    
how  the  underѴying  AI  aѴgorithms  actuaѴѴy  work  ŐSecঞon  ƒĺƐő  Ŋ  Ѵet  it  onѴy  be  in  terms  adapted  for                    
ѴaypeopѴeĺ  The  mathemaঞcaѴ  principѴes  and  intricacies  of  AI  aѴgorithms  can  be  difficuѴt  to               
understand  even  for  expertsĺ  But  the  main  operaঞonaѴ  principѴes  of  many  AI  aѴgorithmsķ  their                
conceptuaѴ  Ѵogicķ  couѴd  be  expѴained  in  terms  suitabѴe  for  ѴaypeopѴe  without  deѴving  into  the                
mathemaঞcs   behind   themĺ     

Devising  such  narraঞve  expѴanaঞons  in  ways  that  are  understandabѴe  for  ѴaypeopѴe  but  true  to                
the  underѴying  operaঞonaѴ  principѴes  of  an  AI  aѴgorithm  is  however  aѴѴ  but  triviaѴĺ  For  exampѴeķ  in                  
order  to  expѴain  how  a  coѴѴaboraঞve  fiѴtering  aѴgorithm  works  on  a  recommendaঞon  websiteķ  one                
couѴd  expѴain  the  underѴying  conceptuaѴ  idea  of  itemŊbased  recommendaঞon  in  reѴaঞveѴy  simpѴe              
termsķ  as  one  of  the  interview  parঞcipants  menঞonedĹ   “We  just  count  what  you  have  been  buying                  
before,   compare   it   to   other   people   and   show   it   to   you” ĺ     

But  whiѴe  this  kind  of  expѴanaঞon  of  a  specific  recommender  technique  is  simpѴy  understandabѴe                
and  doesnĽt  overwheѴm  the  userķ  it  aѴso  carries  the  risk  of  oversimpѴificaঞonĺ  If  thatĽs  aѴѴ  there  is                   
to  itķ  whatĽs  there  to  worry  about?  How  can  the  risks  associated  with  unreflecঞve  design  and  use                   
of  recommender  systems  be  then  moঞvated  and  made  comprehensibѴe  to  the  users  Őeĺgĺ  the                
probѴem   of   cѴickbaiঞngķ   or   the   risk   of   radicaѴizaঞon   on   YouTubeő?     

  

Ƒ͓ƕ   

This  Ѵeads  to  the  foѴѴowing  quesঞonsĹ  How  couѴd  the  underѴying  operaঞonaѴ  principѴes  and               
normaѴѴy  hidden  properঞes  be  exposed  and  made  understandabѴe  to  the  users?   How  couѴd               
this  be  achieved  so  that  users  internaѴize  this  understanding  in  newķ   more  appropriate  mentaѴ                
modeѴs   of   what   AI   is,   how   it   operates   and   what   benefits   and   risks   it   carries?   



  

  

  

One  way  couѴd  be  to   start  from  expѴanaঞons  of  the  specific  resuѴts  and  system  behaviour  that                  
the  user  can  observe  and  expand  these  with  narraঞves  about  their  possibѴe  causes  and                
consequences ĺ  Using   metaphors  and  visuaѴizaঞons   to  communicate  these  Őeĺgĺ  SegeѴ  ş  Heerķ              
ƑƏƐƏő  couѴd  aѴso  heѴp  to  make  it  easier  for  peopѴe  to  connect  to  exisঞng  concepts  that  they  are                    
famiѴiar  withĺ  This  couѴd  aѴso  make  users  more  moঞvated  to  expѴore  and  Ѵearn  about  the  system                  
behaviour  more  cѴoseѴyķ  as  opposed  to  geমng  them  scared  off  by  compѴex  Őo[en  mathemaঞcaѴő                
concepts   that   are   usuaѴѴy   part   of   AI   aѴgorithmsĺ    

But  to  provide  such  expѴanaঞons  that  make  the  workings  and  consequences  of  AI  systems                
understandabѴe  to  Ѵay  endŊusers  and  stakehoѴdersķ  AI  modeѴs  need  to  be  interpretabѴe  by  designĺ                
Research  on  expѴainabѴe  AI  has  given  a  Ѵot  of  a�enঞon  to  finding  ways  to  expѴain  the  resuѴts  of                    
machine  Ѵearning  modeѴs  that  are  normaѴѴy  opaque  and  difficuѴt  to  interpret  ŐľbѴack  boxesĿőĺ  But                
such  postŊhoc  expѴanaঞons  of  bѴack  box  machine  Ѵearning  modeѴs  are  o[en  unreѴiabѴe  and  can  be                 
misѴeading   even   for   AI   experts   ŐRudinķ   ƑƏƐƖĸ   Rudin   ş   Radinķ   ƑƏƐƖőĺ     

Research  on  interpretabѴe  machine  Ѵearning  has  a  Ѵong  tradiঞonķ  o[en  under  different  names  Őeĺgĺ                
HoѴteķ  ƐƖƖƒĸ  Freitasķ  ƑƏƐƓő  that  is  easiѴy  overѴooked  in  current  deveѴopmentsĺ  Recent  approaches               
such  as  representaঞonaѴ  Ѵearning  have  aѴso  shown  how  exisঞng  machine  Ѵearning  techniques  that               
are  not  interpretabѴe  Őeĺgĺ  deep  Ѵearningő  couѴd  be  reŊconceived  in  ways  that  provide               
interpretabiѴity  by  design  Őeĺgĺ  Wang  ş  Rudinķ  ƑƏƐƔĸ  Zhang  et  aѴĺķ  ƑƏƐѶő .   Such  approaches  are  of                  
cruciaѴ  importance  for  enabѴing  a  reflecঞve  use  of  AIķ  because  interpretabiѴity  is  not  onѴy  a                 
prerequisite  for  enabѴing  endŊuser  understandingĺ  Ensuring  interpretabiѴity  by  design  is  aѴso             
required  for  showing  how  the  internaѴ  workings  of  AI  modeѴs  reѴate  to  both  expected  benefits                 
and  potenঞaѴ  risksĺ  Uncovering  and  making  such  reѴaঞonships  observabѴe  is  cruciaѴ  for  enabѴing               
criঞcaѴ   reflecঞonĺ     

An  important  aspect  here  is  aѴso  to   show  not  onѴy  the  possibѴe  risks,  but  aѴso  the  benefits  of                    
using  AI-based  systems ĺ  As  an  interview  parঞcipant  put  itĹ  ľ For  example,  Youtube  is  dangerous,  you                 
can  get  radicalized  due  to  recommendaࢼons  that  show  you  more  and  more  of  the  same  stuff,  but                   
empowering  too,  as  you  get  educaࢼon  on  a  lot  of  stuff,  very  liberaࢼng,  this  could  be  something  you                    
could  leverage  and  try  to  bring  people  to  be  more  interested  in  what  is  happening,  by  saying  what  is                     
good   about   it.”     

A  certain  ѴeveѴ  of   adaptabiѴity  to  the  needs  and  capabiѴiঞes  of  different  users  couѴd  aѴso  be                  
provided  with  different  ѴeveѴs  of  detaiѴ  of  expѴanaঞons  to  choose  from  Őeĺgĺ  mathemaঞcaѴ  detaiѴs                
onŊdemandőĺ  This  wouѴd  aѴso  aѴign  weѴѴ  with  the  scaffoѴding  principѴeĹ  aѴѴowing  users  to  choose                
different  ѴeveѴs  of  difficuѴty  or  compѴexity  of  expѴanaঞons  as  they  gain  more  experience  with  the                 
systemķ  as  that  has  worked  weѴѴ  in  other  domains  Őeĺgĺ  computerŊsupported  Ѵearning  ŐJackson  et                
aѴĺķ   ƐƖƖѶĸ   Sharma   ş   Hannafinķ   ƑƏƏƕĸ   Quintana   et   aѴĺķ   ƑƏƏƓőőĺ   

No  ma�er  how  detaiѴedķ  the   expѴanaঞons  of  AI  behaviour  shouѴd  be  reѴatabѴe  to  the  user,   to                  
their  current  experience  and  current  contextĺ  If  the  users  can  recognize  how  the  expѴanaঞon                
actuaѴѴy  refers  to  the  resuѴts  that  they  were  shown  Őeĺgĺ  recommendaঞons  receivedő  or  the  data                 
they  providedķ  then  the  consequences  and  the  workings  of  the  underѴying  AI  system  are  ѴikeѴy  to                  
be  grasped  more  easiѴy  and  more  wiѴѴingѴyĺ  Moreoverķ  construcঞvist  theories  of  Ѵearning              
ŐAckermannķ  ƐƖƖѵő  suggest  that  expѴanaঞons  shouѴd  be   interacঞve   and  that  users  shouѴd  be  abѴe                
to  have  handsŊon  experience  with  the  systemsĺ  Interacঞve  recommender  systems  ŐHe  et  aѴĺķ               
ƑƏƐѵĸ  Jugovac  ş  Jannachķ  ƑƏƐƕő  and  interacঞve  machine  Ѵearning  ŐDudѴey  ş  Kristenssonķ  ƑƏƐѶő               
have  shown  to  provide  important  benefits  in  usersĽ  understanding  of  AI  technoѴogiesĺ              

  

Ƒ͓Ѷ   

This  iѴѴustrates  a  major  chaѴѴengeĹ   How  to  devise  expѴanaঞons  of  operaঞonaѴ  principѴes  of  AI                
that  are  comprehensibѴe  for  a  wide-range  of  users,  whiѴe  sufficientѴy  precise  to  set  the  ground                 
for   understanding   subsequent   expѴanaঞons   of   potenঞaѴ   risks?   



  

  

  

ExpѴainabiѴity  and  interacঞvity  go  hand  in  handķ  as  interacঞng  with  an  AI  system  wiѴѴ  provide                 
more  insights  into  its  inner  workingsĺ  Interacঞvity  in  such  a  way  aѴso  benefits  user  trust  and                  
acceptance  ŐSchnabeѴ  et  aѴĺķ  ƑƏƑƏőĺ   For  exampѴeķ  users  couѴd  expѴore  what  happens  in  the  system                 
if  they  change  some  of  its  parametersĺ  This  couѴd  heѴp  to  transfer  the  abstract  concepts  to  actuaѴ                   
use  cases  as  weѴѴ  as  to  increase  the  moঞvaঞon  of  the  user  to  expѴore  the  workings  of  the                    
aѴgorithmĺ  ActuaѴ  Ѵearning  from  experience  happens  a[er  peopѴe  reflect  on  what  they  have  had                
experience  with  ŐKoѴbķ  ƐƖѶƓőĺ  A[er  interacঞveѴy  engaging  with  the  systemķ  users  wouѴd  not  onѴy                
understand  it  be�erķ  but  aѴso  be  be�er  abѴe  to  consciousѴy  decide  if  they  are  wiѴѴing  to  use  the                    
system  at  aѴѴĺ  As  one  of  the  parঞcipants  menঞonedĹ   “ In  our  data  relaࢼon  pla�orm ,  we  show  the                   Ɣ

user  before  they  donate  their  data  what  this  data  is  about,  we  visualize  it  and  let  the  user  interacࢼvely                     
explore,   before   they   decide   if   they   want   to   donate   his   data,   or   not.”     

FinaѴѴyķ  as  shown  in  Chapter  ƒĺƑķ  the  compѴexity  and  uncertainty  of  AI  resuѴts  is  o[en  hidden  in                   
order  to  simpѴify  and  make  the  resuѴts  more  easiѴy  accessibѴe  and  usabѴe  for  the  users  Őeĺgĺ  using                   
recommendaঞons  to  ensure  conversions  from  visitors  into  paying  customersőĺ  Howeverķ  such             
pracঞces  go  against  the  principѴes  of  Reflecঞve  AI  design  that  requires  users  to  understand  and                 
be  in  controѴ  of  the  technoѴogy  they  are  usingĺ  Thereforeķ  there  is  aѴso  an  emerging  need  to                   
deveѴop  ways  to  make  AI  deveѴopers  and  UX  designers  aware  of  what  the  users  actuaѴѴy                 
experience   when   they   see   the   resuѴts   of   AI   aѴgorithmsĺ     

AccordingѴyķ  the  user  experience  pipeѴine  wouѴd  benefit  from  being  enঞreѴy  rethoughtķ  so  that  it                
not  onѴy  expѴains  in  an  easy  and  interacঞve  manner  what  the  system  doesķ  but  aѴso  does  not                   
resuѴt  in  overѴoading  the  users  ŐKoroѴeva  et  aѴĺķ  ƑƏƐƏő  which  couѴd  refrain  them  from  fuѴfiѴѴing                 
their  goaѴ  Őeĺgĺ  choosing  and  buying  a  suitabѴe  productőĺ  This  is  an  important  concern  both  for  the                   
users   themseѴves   and   for   the   companies   that   empѴoy   such   AI   systemsĺ     

Rather  than  considering  AI  transparency  and  expѴanaঞons  as  an  addŊonķ  by  rethinking  the  enঞre                
user  experience  of  AI  systemsķ  designers  couѴd  deveѴop  noveѴ  ways  to  ensure  expѴainabiѴity               
without  overѴoading  the  usersĺ  As  one  interview  partner  put  itĹ   “You  can  have  a  box  with  a  dry                    
explanaࢼon,  but  the  alternaࢼve  is  in  the  interface  of  the  system,  designers  are  so  innovaࢼve  in  showing                   
content,  so  they  can  develop  a  soluࢼon  which  is  interacࢼve”.   User  experience  designers  couѴd  create                 
new  design  pa�erns   to  visuaѴize  and  reflect  uncertainty ķ  which  is  perঞnent  to  resuѴts  of  any  AI                  
systemķ   in   a   way   that   users   understanding   this   informaঞonķ   can   sঞѴѴ   make   their   own   decisionsĺ     

Ɠ.Ƒ.Ƒ   EnabѴing   users   to   Ѵearn   about   key   properঞes   of   AI     

In  order  for  users  to  reaѴѴy  grasp  why  and  how  AI  systems  can  Ѵead  to  specific  risks  and  harms                     
they  need  to  deveѴop  an  understanding  of  key  properঞes  of  AI  that  are  normaѴѴy  hidden  from                  
usersĺ  As  summarized  in  TabѴe  Ɛķ  these  incѴudeĹ  the   sensiࢼvity  of  AI  algorithms ķ   non-linearity   and                 
temporal   effects ķ   what   we   term   the    “birds-eye   view”    and   the    privacy   preservaࢼon    Ősee   ƒĺƐĺƑőĺ   

9   This   refers   to   the   DataSkop   project   of   AѴgorithmWatch:    h�ps:ņņaѴgorithmwatch.orgņenņdataskopņ     

  

Ƒ͓Ɩ   

Key   hidden   properঞes   of   AI   users   shouѴd   understand   

Senviঞ�i|�   AI  techniques,  e.g.  deep  Ѵearning  ŐLeCun  et  aѴ.,  ƑƏƐƔő,  recommenders            
ŐJannach  et  aѴ.,  ƑƏƐƏő,  are  highѴy  sensiঞve:  very  smaѴѴ  changes  in  training  data               
or  user  interacঞon  can  cause  major  differences  in  the  resuѴts  ŐJiawei,  ƑƏƐƖő.              
Sensiঞvity  can  have  serious  consequences  not  onѴy  in  commonѴy  assumed            
cases  Őe.g.  heaѴth,  poѴicingő,  but  aѴso  broadѴy  ŐLiu  et  aѴ.,  ƑƏƐƖő.   B�  heѲping  users                
become  a�are  of  sensiࢼ�it�  �e  can  correct  mentaѲ  modeѲs  and  a�oid  mispѲaced              
trust  in  resuѲts  that  can  reinforce  e�isࢼng  biases  ŎNickersonĶ  ƎƔƔѴķ  MichaeѲ  ŝ              
O�erbacherĶ   ƏƍƎƑŏ   and   Ѳead   to   harmfuѲ   decisions   ŎHiѲѲĶ   ƏƍƏƍŏĸ   

https://algorithmwatch.org/en/dataskop/


  

  

  

TabѴe  Ɛĺ  Key  hidden  properঞes  of  AI  that  users  need  to  understand  in  order  to  use  AI  reflecঞveѴy  Ősee  Secঞon  ƒĺƐĺƑ  for  moঞvaঞon                         
and   detaiѴsőĺ   

But  what  couѴd  be  done  to  enabѴe  users  to  grasp  the  nature  of  such  properঞes  of  AI  and  their                     
impѴicaঞons  at  the  personaѴ  and  societaѴ  ѴeveѴ?  We  beѴieve  that  this  can  be  onѴy  parঞaѴѴy                 
addressed   within   the   design   of   AI   systems   themseѴves   and   exposed   to   users   during   normaѴ   useĺ     

Grasping  and  Ѵearning  about  these  issues   requires   �iѲѲingnevv  and  effou|   to  consciousѴy  engage               
into  reflecঞon   about  the  behaviour  of  an  AI  system   while  using  it ĺ  This  is  in  opposiঞon  to  usersĽ                    
expectaঞons  of  a  fricঞonѴess  and  efficient  use  of  such  systemsķ  whose  very  purpose  o[en                
consists  in  reducing  cogniঞve  compѴexity  and  informaঞon  overѴoadĺ  This  doesnĽt  mean  that  the               
system  design  couѴdnĽt  consider  such  aspects  at  aѴѴ  Ősee  recommendaঞons  in  the  previous  secঞon                
and   an   exampѴe   at   the   end   of   this   secঞonőĺ     

  

ƒ͓Ə   

TempouaѴ   effec|v   

  

Effects  of  AI  techniques  accrue  over  ঞme  and  at  Ѵarge  scaѴe  and  are  thus                
difficuѴt  to  discern  and  understand  in  individuaѴ  use.  For  exampѴe,  it  is  difficuѴt               
to  observe  and  understand  how  graduaѴѴy  changing  content          
recommendaঞons  over  ঞme  can  impact  one’s  beѴiefs  and  ethicaѴ  judgments            
Őe.g.,  causing  poѴarizaঞon  in  onѴine  discussions  or  openness  to  extremist            
views  ŐKaiser  ş  Rauchfleisch,  ƑƏƐѶőő.   AѲѲo�ing  users  to  e�perience  ࢼmeňѲapse            
�ersions  of  AI  couѲd  heѲp  them  reflect  on  the  dangers  of  temporaѲ  effects  and  the                 
reѲated  nonňѲinearit�  of  AI  Ŏeĸgĸ  the  ļrabbit  hoѲeĽ  ŎOĻCaѲѲaghan  et  aѲĸĶ  ƏƍƎƒŏŏĶ              
Ѳeading   to   impѲicit   changes   in   percepࢼons   of   sociaѲ   reaѲit�ĸ   

NonŊѴineaui|�   Grasping  the  nature  of  exponenঞaѴ  growth  that  stems  from  nonŊѴinear            
phenomena  is  intuiঞveѴy  difficuѴt  because  we  are  not  used  to  experiencing             
phenomena  that  change  very  quickѴy  in  very  short  ঞme.  In  a  simiѴar  way,   i|  iv                 
diffic�Ѵ|  |o  �ndeuv|and  |ha|  a  fe�  cѴickv  on  peuvonaѴ  uecommendaঞonv  can             
Ѵead  |o  compѴe|eѴ�  diffeuen|  con|en|  |han  �ha|  one  �o�Ѵd  noumaѴѴ�  be             
e�poved  |o  ou  deem  accep|abѴe  and  ge|  oneveѴf  t�ickѴ�  abvoubed  in|o  Őthe              
“rabbit  hoѴeĿ  effect  ŐO’CaѴѴaghan  et  aѴ.,  ƑƏƐƔőő.  This  makes  it  even  more              
difficuѴt  for  users  to  deveѴop  an  awareness  of  the  need  for  a  more  conscious                
use  of  such  systems  or  of  the  need  for  societaѴ  reguѴaঞon  of  their  design,                
impѴementaঞon   and   acceptabѴe   modes   of   use.  

BiudvŊe�e   �ie�   AI  techniques  have  effects  that  are  visibѴe  onѴy  from  a  birdsŊeye  view.  Each               
user  experiences  onѴy  a  smaѴѴ  porঞon  of  a  system’s  behaviour  and  its  resuѴts,               
as  these  are  o[en  highѴy  dependent  on  personaѴ  preference  profiѴes  and             
history  of  interacঞon  with  the  system  ŐHamiѴton  et  aѴ.,  ƑƏƐƓő.  That  makes  it               
difficuѴt  for  peopѴe  to  deveѴop  an  awareness  and  understanding  of  how  a              
system  using  AI  may  be  reѴated  to  harmfuѴ  personaѴ  and  societaѴ  effects  Őe.g.               
misinformaঞon,  onѴine  radicaѴizaঞon  ŐRibeiro  et  aѴ.,  ƑƏƑƏőő.   B�  offering  the            
birdĻsňe�e  �ie�Ķ  �e  couѲd  aѲѲo�  users  to  become  a�are  of  their  o�eraѲѲ  impact  on                
issues   such   as   misinformaࢼon   and   onѲine   radicaѲi�aࢼon   Ŏibidĸŏŏ   

Pui�ac�   pueveu�aঞon   AI  techniques  can  be  designed  to  protect  user  privacy  but  these  possibiѴiঞes              
are  ѴargeѴy  unknown  to  users.  This  aѴѴows  companies  to  present  the  need  to               
surrender  personaѴ  data  in  return  for  effecঞve  use  of  an  AI  system  as  an                
inevitabѴe  necessity.  The  EU  GDPR  ѴegisѴaঞon  has  forced  providers  to  discѴose             
how  a  system  coѴѴects,  processes  and  uses  personaѴ  data,  but  its  impѴicaঞons              
are  difficuѴt  to  understand  and  their  use  by  AI  is  not  specificaѴѴy  described.   B�                
pro�iding  users  �ith  insights  into  the  �orkings  of  pri�ac�ňpreser�ing  AI  the�             
couѲd  Ѳearn  to  reflect  on  the  necessit�  of  surrendering  personaѲ  data  in  return  for               
s�stem  effecࢼ�enessĶ  o[en  a  faѲse  diѲemma  resuѲࢼng  from  biased  s�stem  design             
choices   ŎLarson   et   aѲĸĶ   ƏƍƎƓŏĸ   



  

  

  

But  it  is  unѴikeѴy  that  peopѴe  wiѴѴ  provide  the  a�enঞon  and  effort  needed  to  correct  their  mentaѴ                   
modeѴs  based  on  recognizing  and  understanding  the  hidden  properঞes  of  AI  and  their  effects  and                 
consequencesķ  during  actuaѴ  use  of  compѴex  AI  systemsĺ  Reflecঞon  commonѴy  occurs  when  there               
is  a  ľbreakdownĿ  in  oneŝs  experienceķ  a  probѴem  or  an  inconsistency  that  cannot  be  resoѴved                
within  oneĽs  exisঞng  frame  of  reference  Ősee  review  in  Baumerķ  ƑƏƐƔőĺ  Prevenঞng  such  situaঞons                
from   occurring   is   the   very   goaѴ   of   system   design   ŐseamѴess   designőķ   understandabѴy   soĺ     

Thusķ  creaঞng  effecঞve  triggers  for  reflecঞon  during  the  use  of  an  AI  system  is  ѴikeѴy  to  be                   
difficuѴtķ  since  both  users  and  system  designers  tend  to  generaѴѴy  share  a  common  goaѴĹ  an  easyķ                  
effecঞve  and  enjoyabѴe  use  Ŋ  that  avoids  inconsistencies  and  conceptuaѴ  ľbreakdownsĿĺ  This  is               
aѴso  where  we  see  a  criঞcaѴ  Ѵimitaঞon  of  current  approaches  to  expѴanaঞons  of  AI  systems  and                  
their   resuѴtsĺ   

BeѴowķ  we  present  two  different  approaches  to  how  this  couѴd  be  addressedĺ  One  is  based  on  the                  
idea  of  a  separate  Ѵearning  environment  for  experienঞaѴ  Ѵearning  about  AIĺ  The  other  discusses                
how  specific  hidden  properঞes  couѴd  be  made  more  transparent  and  observabѴe  during  the  use                
of   a   given   AI   systemķ   on   the   exampѴe   of   news   recommendersĺ     

ExampѴe   approach:   ExperienঞaѴ   Ѵearning   environments   for   Reflecঞve   AI   

The  deveѴopment  of  a  mentaѴ  modeѴ  is  a  highѴy  experienঞaѴ  process  in  which  mentaѴ  shortcuts                 
and  approximaঞon  ruѴes  are  formed  that  aѴѴow  peopѴe  to  deaѴ  with  newķ  unfamiѴiar  situaঞons  by                 
reѴaঞng  and  comparing  them  to  simiѴar  experiences  and  their  conceptuaѴ  modeѴs  thereof  that               
have  deveѴoped  over  ঞme  ŐJohnsonŊLairdķ  ƐƖѶƏķ  ƐƖѶƒĸ  Normanķ  ƐƖѶƒĸ  KuѴesza  et  aѴĺķ  ƑƏƐƒőĺ  This                
may  aѴso  expѴain  why  expѴanatory  approaches  to  ļteachingĽ  the  generaѴ  pubѴic  about  AI  are  not  so                  
successfuѴĸ  peopѴe  may  not  onѴy  Ѵack  the  capacity  or  wiѴѴingness  to  Ѵearn  about  AI  systemsķ  but   a                   
pure  informaঞon-based  approach  does  not  aѴѴow  for  experienঞaѴ  Ѵearning,  i.e.  Ѵearning  through              
experiences   and   reflecঞon   upon   them.     

An   environment  for  experienঞaѴ  Ѵearning  about  AI   shouѴd  reproduce  the  behaviours  of  different               
AI  techniques  regarding  the  key  hidden  properঞes  of  AI  such  as   sensiࢼvity,  temporal  effects,                
non-linearity,  the  birds-eye  view  and  privacy  preservaࢼon  Ŋ  in  situaঞons  represenঞng  reaѴŊworѴd              
contexts  of  useĺ   It  shouѴd  aѴѴow  users  to  interacঞveѴy  expѴore  how  the  behaviour  of  the  system                  
changes  depending  on  their  acঞons  and  the  changes  in  main  parameters  influencing  its               
behaviourĺ  And  it  shouѴd  aѴѴow  users  to  discover  how  due  to  such  properঞes  an  unreflected  use                  
of   AI   can   Ѵead   to   personaѴ   and   societaѴ   harms   Őeĺgĺ   mispѴaced   trustķ   radicaѴizaঞonķ   misinformaঞonőĺ   

  

ƒ͓Ɛ   

We  propose  that  dedicated  interacঞve  Ѵearning  environments  are  needed  that  aѴѴow  peopѴe              
to  experience  and  reflect  on  the  key  properঞes  of  AI  systems  and  their  possibѴe  effects  on                  
individuaѴs  and  society ĺ  They  shouѴd  sঞmuѴate  peopѴe  to  reflect  on  these  experiences  and               
deveѴop  new   men|aѲ  modeѲv  of  AI  Ŋ  iĺeĺ  engage  them  in   e�peuienࢼaѲ  Ѳeauning   ŐKoѴb  et  aѴĺķ  ƐƖѶƓĸ                   
Morris  et  aѴĺķ  ƑƏƐƖőĺ  DeveѴoping  such  mentaѴ  modeѴsķ  overaѴѴ  ideas  of  how  AI  systems  behave                 
and  how  they  can  Ѵead  to  negaঞve  personaѴ  and  societaѴ  impactsķ   wouѴd  aѴѴow  peopѴe  to  more                  
competentѴy  and  reflecঞveѴy  use  AI  systems  in  everyday  Ѵifeķ  to  harness  AI  benefits  and  avoid                 
harmsĺ     

For  exampѴeķ  for  experiencing   venviࢼ�i|� ķ  such  a  Ѵearning  environment  couѴd  aѴѴow  users  to               
expѴore  how  very  smaѴѴ  changes  in  input  can  Ѵead  to  big  changes  in  resuѴtsĺ  For   nonňѲineaui|� ķ                  
how  smaѴѴ  changes  in  oneĽs  acঞons  Őeĺgĺķ  viewing  specific  videosķ  foѴѴowing  specific  userső  can                
create  big  changes  in  recommendaঞonsĺ  For   |empouaѲ  effec|v ķ  it  couѴd  enabѴe  users  to  observe                
how  system  use  over  ঞme  couѴd  influence  percepঞons  of  oneseѴf  or  impact  their  aমtudes  to                 
specific  contentĺ  For   birds-eye  view ķ  it  couѴd  provide  simuѴaঞons  of  resuѴts  that  other  users                



  

  

  

In  Ѵine  with  the  processes  of  experienঞaѴ  Ѵearning  ŐKoѴbķ  ƐƖѶƓőķ   being  abѴe  to  personaѴѴy                
experience  and  observe  the  properঞes  and  behaviour  of  different  AI  techniques   Őeĺgĺ              
recommender  systemsķ  image  recogniঞonő in  such  a  way  wouѴd  enabѴe  peopѴe  to  reflect  on  and                 
re-construct  their  mentaѴ  modeѴs  of  AI  systems ĺ  It  wouѴd  aѴѴow  them  to  reflect  on  their                 
assumpঞons  and  misconcepঞons  regarding  their  funcঞoning  Őeĺgĺ  determinisঞc  vsĺ  probabiѴisঞc            
natureő  and  to  deveѴop  an  understanding  of  the  underѴying  nature  of  the  resuѴts  such  systems                 
produce   Őeĺgĺ   factors   influencing   resuѴt   sensiঞvityőĺ     

Such  reflecঞon  wouѴd  Ѵead  to  changes  in  usersĽ  conceptuaѴisaঞons  thus  resuѴঞng  in  mentaѴ               
modeѴs  that  are  be�er  aѴigned  with  the  actuaѴ  behaviour  of  AI  systems  and  in  an  informed                  
awareness  of  possibѴe  effects  of  their  indiscriminate  useĺ  This  couѴd  heѴp  peopѴe  construct  more                
accurate  mentaѴ  modeѴs  of  AI  systemsķ  thus  making  them  more  apt  to  appropriateѴy  deaѴ  with  AI                  
systems   and   their   resuѴts   in   their   professionaѴ   and   private   Ѵifeĺ     

For  exampѴeķ  invesঞgators  using  a  faciaѴ  recogniঞon  system  couѴd  become  more  cauঞous  in               
reaching  concѴusions  on  potenঞaѴ  suspects  based  on  the  system  output  by  considering  the               
quaѴity  of  the  input  image  and  the  situaঞon  in  which  it  was  taken  or  the  differences  in  reported                    
confidence  ѴeveѴs  between  different  resuѴtsĺ  Viewers  of  YouTube  videos  couѴd  become  more              
consciousѴy  seѴecঞve  when  choosing  which  of  the  recommended  videos  to  cѴick  and  deveѴop  an                
understanding   about   what   type   of   content   they   tend   to   approve   of   and   whyĺ     

Such  a  kind  of  environments  that  enabѴe  and  sঞmuѴate  experienঞaѴ  Ѵearning  about  AI  systems  we                 
thus  term  ľ Reflecࢼ�e  AI  pѲa�guo�ndv Ŀĺ  The  noঞon  of  a  ľreflecঞve  pѴaygroundĿ  embodies  severaѴ               
key   concepts   that   are   cruciaѴ   to   our   approach   and   differenঞate   it   from   reѴated   workĺ     

Much  Ѵike  the  provision  of  expѴanaঞons  in  AI  systems  doesnĽt  mean  that  users  wiѴѴ  actuaѴѴy                 
consider  them  Őeĺgĺ  if  contrary  to  personaѴ  biases  ŐKnobѴochŊWesterwick  et  aѴĺķ  ƑƏƑƏőķ  so  do  the                 
envisaged  pѴaygrounds  need  to  moঞvate  peopѴe  to  use  them  and  Ѵearn  by  reflecঞng  on  their                 
experience  within  themĺ  WhiѴe  reflecঞon  is  commonѴy  considered  to  be  triggered  by  a  negaঞve                
experience  of  encountering  a  probѴem  Őa  ľbreakdownĿ  ŐBaumerķ  ƑƏƐƔőőķ  eĺgĺ  in  oneĽs  use  of  a                 
system  and  an  incongruent  experience  thereofķ  buiѴding  on  pѴayfuѴ  curiosity  couѴd  be  a  more                
frui�uѴ  strategy  for  raising  userĽs  interest  in  expѴoring  and  reŊexamining  their  understanding  of  AI                
systems   and   their   consequencesĺ    

The  noঞon  of  a  pѴayground  refers  on  one  hand  to  the  idea  of  inviঞng  the  users  to  a  pѴayfuѴ                     
expѴoraঞon  of  the  presented  environmentĺ  It  buiѴds  on  gameŊѴike  eѴements  and  strategies  that               
address  posiঞveѴy  connotated  moঞvaঞons  Őeĺgĺ  discoveryķ  pѴayķ  achievementsķ  puzzѴe  soѴvingķ            
heѴping  or  sociaѴѴy  connecঞng  with  othersőĺ  GameŊѴike  eѴements  have  been  successfuѴѴy  appѴied  in               
nonŊgame  contexts  to  sঞmuѴate  moঞvaঞon  and  engagement  in  soŊcaѴѴed  gamificaঞon  and             
serious  games  in  many  domains  ŐHamari  ş  Koivistoķ  ƑƏƐƖĸ  Bक़ckѴe  et  aѴĺķ  ƑƏƐƕĸ  KoroѴeva  ş  Novakķ                  
ƑƏƑƏőĺ     

Persuasive  systems  and  serious  games  research  have  shown  that  strategies  that  promote              
immersion  and  seѴfŊaffirmaঞon  increase  seѴfŊmoঞvated  Ѵearning  ŐBapঞsta  ş  OѴiveiraķ  ƑƏƐƖĸ  NauѴ             
ş  Liuķ  ƑƏƐƖĸ  van  Koningsbruggenş  Dasķ  ƑƏƏƖőĺ  Entertainment  educaঞon  strategies  are  generaѴѴy              
more  effecঞve  than  informaঞonŊbased  strategiesķ  especiaѴѴy  if  target  audiences  are  not  naturaѴѴy             
interested  in  a  topic  ŐMoyerŊGus࣐ķ  ƑƏƏѶőĺ  Devising  effecঞve  prompts  for  reflecঞon  can  buiѴd  on                
experiences  from  persuasive  communicaঞon  ŐDe  Vit  et  aѴĺķ  ƑƏƏѶőķ  visuaѴisaঞon  ŐNovak  et  aѴĺķ               
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wouѴd  see  based  on  different  interacঞon  paths  which  couѴd  be  expѴored  by  the  usersĺ  For                 
pui�ac�  pueveu�aࢼon ķ  it  couѴd  aѴѴow  users  to  experience  the  resuѴts  of  the  system  with  and                 
without  privacy  preservaঞonķ  based  on  their  choices  which  data  shouѴd  or  shouѴd  not  be                
processedĺ     



  

  

  

ƑƏƐƓő  and  the  design  of  interacঞve  systems  for  sঞmuѴaঞng  behaviouraѴ  change  ŐNovak  et  aѴĺķ                
ƑƏƐѶĸ   KoroѴeva   et   aѴĺķ   ƑƏƐƖĸ   Bक़ckѴe   et   aѴĺķ   ƑƏƐѶőĺ     

SimiѴarѴyķ  much  as  pѴaygrounds  in  the  reaѴŊworѴd  are  pѴaces  of  sociaѴ  acঞvityķ  so  has  sociaѴ                 
interacঞon  and  exchange  been  highѴighted  as  an  important  faciѴitator  of  both  experienঞaѴ              
Ѵearning  and  reflecঞon  ŐObrenoviࣀķ  ƑƏƐƑĸ  PѴoderer  et  aѴĺķ  ƑƏƐƓĸ  Novak  ş  Peranovicķ  ƑƏƏƓőĺ  The                
cruciaѴ  roѴe  of  sociaѴ  context  and  coѴѴecঞve  acঞvity  has  aѴso  been  stressed  in  a  recent  study  of                   
how  users  as  a  coѴѴecঞve  make  sense  of  AI  systems  in  their  own  community  ŐKou  ş  Guiķ  ƑƏƑƏőĺ  In                     
factķ  important  ѴargeŊscaѴe  AI  systems  are  depѴoyed  andņor  used  within  onѴine  communiঞes  and               
sociaѴ   networks   Őeĺgĺ   YouTube   recommendaঞonsķ   Facebook   post   fiѴteringőĺ     

Construcঞvist  approaches  to  Ѵearning  have  demonstrated  how  peopѴe  Ѵearn  and  construct  mentaѴ              
modeѴs  of  the  worѴd  around  them  through  creaঞve  experimentaঞonķ  coŊdesigning  and  sharing              
ŐAckermannķ  ƐƖƖѵĸ  Resnick  et  aѴĺķ  ƑƏƏƏőĺ  AccordingѴyķ  pѴaygrounds  for  experienঞaѴ  Ѵearning             
shouѴd  be  conceptuaѴized  as  sociaѴ  environments  that  not  onѴy  invoѴve  users  in  pѴayfuѴ  Ѵearning                
with  and  about  AI  systems  as  individuaѴsķ  but  enabѴe  them  to  discoverķ  share  and  discuss  their                  
observaঞons   with   other   users   and   researchersĺ     

Such  Reflecঞve  AI  pѴaygrounds  wouѴd  enabѴe  peopѴe  to  experience  the  hidden  principѴes  and               
properঞes  of  AI  and  understand  how  they  contribute  to  negaঞve  personaѴ  and  societaѴ  effectsĺ                
This  wouѴd  contribute  to  a  more  responsibѴe  societaѴ  uptake  and  beneficiaѴ  use  of  AIĺ  They  couѴd                  
be  extended  by  researchers  to  cover  a  variety  of  AI  casesĺ  They  couѴd  be  provided  as  a  Ѵearning                    
resource  for  students  of  aѴѴ  discipѴines  and  offered  as  a  training  moduѴe  for  empѴoyees  of                 
organizaঞons  using  AIĺ  PoѴicy  makers  couѴd  mandate  their  use  to  support  a  responsibѴe  use  of  AI                  
Őeĺgĺķ  requiring  providers  to  offer  such  pѴaygrounds  as  a  ľtrainingĿ  space  for  usersőĺ  UѴঞmateѴyķ  this                 
couѴd  heѴp  peopѴe  to  deaѴ  with  onѴine  manipuѴaঞon  and  misinformaঞonķ  and  become  more               
empowered   to   parঞcipate   in   democraঞc   processesķ   incѴuding   the   debates   about   AI   reguѴaঞonĺ   

ExampѴe   approach:   Design   issues   for   Reflecঞve   AI   in   recommender   systems   

Many  AIŊdriven  recommender  systems  in  the  fieѴd  of  news  recommendaঞon  opঞmize  for              
engagement  and  empѴoy  coѴѴaboraঞve  fiѴtering  ŐBernstein  et  aѴĺķ  ƑƏƑƏőĺ  ConsequentѴyķ  normaঞve             
consideraঞons  with  respect  to  diversity  in   sources  and  ŋ  maybe  even  more  importantѴy  ŋ                
perspecࢼves  are  missingĺ   PersonaѴizing  a  recommendaঞon  is  a  way  for  the  companies  to  make                
sure  that  the  user  is  more  ѴikeѴy  to  buy  a  certain  productķ  or  ѴikeѴy  to  read  more  arঞcѴes  in  a                      
newspaper  recommendaঞon  serviceĺ  Howeverķ  as  the  users  are  ѴikeѴy  to  consume  more  of  the                
same  type  of  product  or  informaঞonķ  they  are  ѴikeѴy  to  get  a  narrow  view  on  the  topic  or  product                     
categoryķ  aѴthough  there  are  many  more  opঞons  avaiѴabѴeķ  which  might  Ѵead  to  adverse               
consequences   described   in   Secঞon   ƑĺƐĺ     

It  is  important  that  every  ciঞzen  has  access  to  a  wide  range  of  news  sources  and  perspecঞvesĺ                   
AѴŊ  driven  aѴgorithmic  news  recommendaঞon  couѴd  form  a  risk  to  a  weѴѴŊfuncঞoning  pubѴic               
sphereķ  if  it  Ѵeads  to  a  significant  reducঞon  in  the  diversity  of  news  a  ciঞzen  is  exposed  toĺ                    
ConcreteѴyķ  if  aѴgorithmic  curaঞon  Ѵeads  to  a  situaঞon  in  which  users  are  onѴy  confronted  with  a                  
perpetuaѴ  echo  of  their  own  thoughts  and  beѴiefsķ  the  soŊcaѴѴed  fiѴter  bubbѴe  ŐPariserķ  ƑƏƐƑőķ                
important   vaѴues   such   as   societaѴ   cohesion   and   toѴerance   are   at   stakeĺ   
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Another  approach  to  heѴp  users  Ѵearn  about  the  hidden  properঞes  of  AI  is  to  consider  how  the                   
effects  of  specific  hidden  properঞes  of  AI  couѴd  be  made  more  transparent  through  changes  in                 
the  design  of  AI  systems  themseѴvesĺ   A  case  in  point  is  the  design  of  recommender  systems                  
for   news   recommendaঞons   with   respect   to   personaѴizaঞon   and   diversity.   



  

  

  

A  system  shouѴd  inform  the  users  where  they  stand  with  regards  to  othersķ  simiѴar  to  how  a  user                    
knows  in  which  part  of  the  website  he  or  she  is  Őeĺgĺ  by  using  the  breadcrumbs  or  the  navigaঞon                     
mapőĺ  AddiঞonaѴѴyķ  the  aѴgorithms  couѴd  aѴso  be  taiѴored  to  show  the  opposite  aѴternaঞvesķ  things                
that  the  user  might  not  Ѵike  in  the  first  pѴaceķ  but  to  inform  that  other  opinions  and  opঞons  sঞѴѴ                     
existĺ  For  exampѴeķ  one  parঞcipant  from  an  organizaঞon  that  moderates  hatefuѴ  speech  onѴine               
menঞoned  how  peopѴe  ľ react  strongly  when  they  are  confronted  with  a  different  view,  but  in  some                  
cases   there   is   sࢼll   space   for   the   person   to   see   a   different   reality Ŀĺ   

To  integrate  such  a  transparent  view  and  more  diverse  recommendaঞons  into  exisঞng  systems               
severaѴ  chaѴѴenges  need  to  be  soѴvedĺ  Firstķ  in  order  to  show  to  the  user  his  posiঞon  with  respect                    
to  othersķ  the  whoѴe  spectrum  needs  to  be  definedķ  which  for  some  contextsķ  such  as  poѴiঞcaѴ                  
viewsķ  couѴd  be  a  very  contested  endeavourĺ  Integraঞng  the  normaঞve  consideraঞons  is  aѴso               
chaѴѴengingķ  because  measuring  and  opঞmizing  perspecঞves  in  news  coverage  is  very  difficuѴt  to               
impѴement   at   scaѴe   ŐVrijenhoek   et   aѴĺķ   ƑƏƑƏőĺ     

Measures  of  diversity  can  for  exampѴe  incѴude  representaঞon  of  minority  actors  featured  in  the                
news  arঞcѴeķ  diversity  in  news  framesķ  or  a  baѴance  between  opinion  pieces  and  factuaѴ  news                 
storiesĺ  DeveѴoping  diversityŊopঞmizing  news  recommender  systems  comes  with  the  risk  of  poor              
performance  or  becoming  too  paternaѴisঞcĺ  It  is  thus  necessary  to  deveѴop  noveѴ  metrics  that  can                
be  combined  with  extant  measures  of  user  engagement  and  user  saঞsfacঞonĺ  Transparent  and               
responsive  userŊinterfaces  are  aѴso  of  cruciaѴ  importance  to  ensure  that  users  accept  and  vaѴue  a                 
diversityŊopঞmizing   news   recommendaঞon   systemĺ   

Secondķ  reveaѴing  a  more  diverse  recommendaঞon  set  to  a  person  might  be  a  doubѴeŊedged                
swordĺ  Research  has  shown  that  there  are  severaѴ  types  of  reacঞons  when  peopѴe  understand                
that  the  informaঞon  was  taiѴored  to  themĹ  some  donĽt  careķ  some  donŝt  want  itķ  and  others  feeѴ                   
that  the  recommendaঞon  is  not  targeted  enoughĺ  This  contributes  to  an  interesঞng  tradeŊoff   “on               
the  one  hand,  people  think  that  the  recommendaࢼons  are  spooky,  and  on  the  other  hand,  they  think                   
they   are   not   good   enough”.     

This  tradeŊoff  is  further  compѴicated  by  the  fact  that  peopѴe  donĽt  Ѵike  to  think  that  their  acঞons                   
are  predictabѴeķ  and  that  they  received  the  same  recommendaঞon  as  many  othersķ  causing  such                
strong  emoঞonaѴ  reacঞons  towards  personaѴizaঞonĺ  Thereforeķ  it  needs  to  be  researched  and              
defined  how  to  inform  peopѴe  that  they  get  personaѴized  recommendaঞonsķ  but  in  a  mindfuѴķ                
carefuѴ  wayĺ  Hereķ  possibѴe  soѴuঞons  couѴd  incѴude  providing   interacঞve  tooѴs  which  wouѴd              
visuaѴize  a  search  history  of  a  person  and  the  recommendaঞons  that  person  wouѴd  receiveķ  but                 
aѴso  aѴѴow  the  user  to  change  the  history  to  compѴeteѴy  different  content  and  to  observe  the                  
impact   of   the   change   on   the   recommendaঞonsĺ     

Ɠ.ƒ   ControѴ   over   the   use   of   personaѴ   data   in   AI   (“privacy   preserving   AI”)   

The  need  to  give  users  controѴ  over  the  use  of  their  personaѴ  data  in  AI  and  to  educate  them                     
about  the  possibiѴiঞes  of  privacyŊpreserving  AI  is  cruciaѴ  for  ensuring  that  the  guiding  principѴes                
of  autonomy  and  human  controѴ  over  technoѴogy  can  be  fuѴfiѴѴedĺ  Thereforeķ  aѴthough  this  aspect                
has  been  aѴready  menঞoned  in  the  previous  secঞon  on  hidden  properঞes  of  AI  it  merits  a  cѴoser                   
Ѵookĺ   
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When  browsing  informaঞonķ  users  are  o[en  not  aware  that  the  same  website  can  Ѵook  totaѴѴy                 
different  for  a  different  kind  of  user  Őthe   Ѵack  of  the   biudvňe�e  �ie� őķ  and  simpѴy  consume  the                   
informaঞon  that  is  offeredĺ  Thereforeķ  in  addiঞon  to  the  transparency  of  the  underѴying  system                
described  in  the  previous  secঞonsķ   there  is  a  need  for  transparency  regarding  the  posiঞoning                
of  the  recommendaঞon  with  regards  to  their  whoѴe  spectrum ķ  so  that  the  user  can  have  a                  
broader   spectrum   of   opঞons   and   choose   a   different   aѴternaঞve   if   neededĺ     



  

  

  

Today  many  onѴine  pѴa�orms  offer  no  opঞons  to  disabѴe  the  personaѴ  data  coѴѴecঞonĺ  GDPR  in                 
Europe  is  a  big  posiঞve  step  towards  privacy  protecঞonķ  but  most  pracঞcaѴ  appѴicaঞons  are                
difficuѴt  to  understand  and  not  userŊfriendѴyĺ  As  a  resuѴtķ  too  o[en  users  sঞѴѴ  give  consent  to                  
personaѴ  data  coѴѴecঞon  unwiѴѴingѴy  just  because  they  want  to  use  a  parঞcuѴar  service  and  feeѴ                 
they  have  no  choice  than  optŊin  or  not  use  it  ŐHabib  et  aѴĺķ  ƑƏƑƏőĺ  AѴѴowing  users  to   effecࢼ�eѲ�                    
controѴ  whether  and  to  what  extent  to  contribute  or  aѴѴow  access  to  personaѴ  data  is  of  utmost                   
importanceĺ  Not  onѴy  is  it  a  foundaঞon  for  user  trustķ  it  is  aѴso  a  prerequisite  for  buiѴding  an                    
understanding   of   the   underѴying   workings   of   the   system   and   the   consequences   of   its   useĺ   

AddiঞonaѴѴyķ  transparency  regarding  the  possibѴe  acঞons  of  the  user  shouѴd  be  providedĺ  For               
exampѴeķ  if  the  users  perceive  a  system  as  not  being  fair  in  the  treatment  of  their  dataķ  they                    
shouѴd  be  informed  what  opঞons  they  haveķ  apart  from  not  using  the  system  at  aѴѴĺ  IdeaѴѴyķ  users                   
shouѴd  be  provided  with  possibѴe  steps  they  can  take  to  protect  their  data  or  at  Ѵeast  report  their                    
concerns  to  the  system  owners  and  reguѴatorsĺ  Such  opঞons  need  to  be   effecࢼ�eѲ�  acࢼonabѲe ķ  iĺeĺ                 
they  need  to  aѴѴow  users  to  effecঞveѴy  exercise  them  without  being  overwheѴmed  by  their                
compѴexityĺ   

Understanding  the  consequences  of  oneŝs  acঞons  is  aѴso  criঞcaѴķ  as  an  acঞon  might  cause                
irreversibѴe  consequences  such  as  not  being  presented  with  the  same  informaঞon  anymoreĹ  ľ If  I                
say  that  I  do  not  like  this  arࢼst,  I  think  I  will  not  see  this  arࢼst  ever  again.  And  that  is  drasࢼc.   ľ                         
SimiѴarѴyķ  rather  than  compѴex  bureaucraঞc  textsķ  showing  concrete  exampѴes  of  the  effects  of               
specific  privacy  choices  for  the  system  resuѴts  and  behaviour  wouѴd  make  it  much  easier  for  users                  
to   understand   the   stakes   invoѴved   in   a   given   case   and   make   informed   choicesĺ   

AI  systems  that  give  more  controѴ  to  users  may  aѴso  heѴp  to  decrease  their  privacy  concerns  and                   
increase  the  trust  in  the  system  and  its  service  providers  ŐMohaѴѴick  et  aѴĺķ  ƑƏƐѶőĺ  Giving  the  users                   
the  opঞon  to  be  invoѴved  in  the  decision  making  process  or  to  modify  the  system  properঞes  is                   
aѴso  an  important  aspect  to  consider  for  Ѵearningĺ  Moreoverķ  by  having  a   “human  in  the  loop” ķ                  
performance  of  AI  technoѴogy  can  be  improved  as  humans  and  AI  have  different  quaѴiঞes  in                 
detecঞng  and  fixing  predicঞon  errorsĺ  This  means  that  AI  technoѴogies  shouѴd  support  efficient              
correcঞonķ   Ѵearn   from   user   behavior   and   update   and   adapt   cauঞousѴy   ŐAmershi   et   aѴĺķ   ƑƏƐƖőĺ   
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But  the  optŊin  principѴe  and  the  configurabiѴity  of  permissions  to  access  specific  types  of                
personaѴ  data  are  onѴy  a  first  stepĺ   ReaѴ  user  controѴ  can  onѴy  occur  if  the  system  has                   
adequateѴy  expѴained  its  workings  to  the  user,  the  purposes  of  using  personaѴ  data  by  AI  -  and                   
the  benefits  and  consequences  of  this  use.   WhiѴe  this  hoѴds  for  aѴѴ  types  of  systems  in  generaѴķ                   
it   is   especiaѴѴy   important   for   AI   systems   Ősee   ƓĺƐŊƓĺƑĺƑőĺ     

User  controѴ  can  aѴso  provide  for  an  important  channeѴ  of  communicaঞon  between  users  and                
the  designers  of  AI  systemsĺ   Studies  show  that  users  prefer  to  be  abѴe  to  decide  and  modify                   
how  an  AI  system  works  (e.g.  changing  the  recommendaঞon  strategy  of  a  recommender               
system)  and  how  their  personaѴ  data  is  used/shared  ŐMohaѴѴick  et  aѴĺķ  ƑƏƐѶĸ  Su  et  aѴĺķ  ƑƏƐѵőĺ                  
Instead  of  offering  fuѴѴy  automated  systemsķ  incorporaঞng  users  more  in  the  decision  making               
process  and  being  transparent  to  the  users  about  the  data  coѴѴecঞon  and  usageķ  has  posiঞve                 
effects   on   users   which   shouѴd   be   in   the   very   interest   of   companies   using   AI   in   their   systemsĺ     

Most  users  but  aѴso  many  companies  are   unaware  that  privacy-preserving  AI  techniques  exist               
that  can  protect  personaѴ  data  whiѴe  aѴѴowing  AI  appѴicaঞons  that  require  them  to  safeѴy  and                 
secureѴy  process  themĺ  This  Ѵeads  to  the  faѴse  diѴemma  that  taking  advantage  of  AI  benefits                 
must   come   at   the   expense   of   privacy   and   associated   risksĺ     



  

  

  

The  appѴicaঞon  of  privacyŊpreserving  techniques  in  AI  Őeĺgĺ  appѴicaঞon  of  homomorphic             
encrypঞon  ŐBonawitz  et  aѴĺķ  ƑƏƐƕőķ  differenঞaѴ  privacy  ŐDworkķ  ƑƏƏѶőķ  secure  muѴঞparty             
computaঞon  ŐLindeѴѴķ  ƑƏƑƏő  and  federated  Ѵearning  ŐBonawitz  et  aѴĺķ  ƑƏƐƖő  has  aѴready  been               
successfuѴѴy  demonstrated  for  a  range  of  AI  methods  ŐAsѴe�  et  aѴĺķ  ƑƏƐƔĸ  Hesamifard  et  aѴĺķ  ƑƏƐƕĸ                  
Hesamifard  et  aѴĺķ  ƑƏƐѶĸ  GiѴardŊBaachrach  et  aѴĺķ  ƑƏƐѵő  and  use  cases  where  sensiঞve  data  needs                 
to  be  processed  but  protected  Őeĺgĺ  Jagadeesh  et  aѴĺķ  ƑƏƐƕĸ  MohasseѴ  ş  Zhangķ  ƑƏƐƕőĺ  SoѴuঞons                 
have  aѴso  been  demonstrated  that  donĽt  sacrifice  accuracy  for  preserving  privacy  ŐWang  et  aѴĺķ                
ƑƏƐƔő  as  weѴѴ  as  approaches  that  protect  privacy  by  minimizing  data  requirements  in  the  first                
pѴace   ŐLarson   et   aѴĺķ   ƑƏƐƕĸ   Chow   et   aѴĺķ   ƑƏƐƒőĺ     

PrivacyŊpreserving  AI  techniques  carry  great  promise  for  harnessing  AI  benefits  and  prevenঞng              
potenঞaѴ  harmsķ  but  they  yet  need  to  become  a  norm  rather  than  an  excepঞon  both  in  AI                   
research  and  pracঞceĺ   Educaঞng  companies,  researchers,  generaѴ  users,  decision  makers  and             
poѴicy  makers  aѴike,  about  the  possibiѴiঞes  of  privacy-preserving  AI  and  the  principѴes  of  their                
operaঞon  couѴd  dramaঞcaѴѴy  shi[  the  wrong  percepঞon  that  surrendering  privacy  is  a  necessary               
sacrifice   for   taking   advantage   of   AI   benefits.     

This  couѴd  Ѵead  to  both  a  be�er  uptake  of  privacyŊpreserving  AI  in  pracঞceķ  to  increased  trust  in                   
AI  systems  that  use  itķ  as  weѴѴ  as  to  be�er  reguѴatory  soѴuঞonsĺ  How  this  educaঞon  and                  
awareness   couѴd   best   be   achieved   is   an   open   quesঞonĺ   

AI  research  has  aѴso  demonstrated  approaches  that  aѴѴow  endŊusers  themseѴves  to  protect  their               
privacy  by  aѴtering  data  in  ways  which  do  not  decrease  its  vaѴue  for  AI  appѴicaঞonsķ  but  introduce                   
privacy   protecঞon   for   the   personaѴ   data   they   contain   ŐChoi   et   aѴĺķ   ƑƏƐƕőĺ     

Moreoverķ   providing  AI  soѴuঞons  that  impѴement  privacy-by-design  and  minimize  personaѴ  data             
requirements  is  aѴso  in  the  best  “pragmaঞc”  interests  of  companies  that  provide  AI  services,                
because  that  reduces  risks  and  ѴiabiѴiঞes  associated  with  data  security   ŐLarson  et  aѴĺķ  ƑƏƐƕĸ                
Chow  et  aѴĺķ  ƑƏƐƒőĺ  This  suggests  that  rather  than  viewing  privacy  and  AI  as  a  dichotomyķ  future                   
research  shouѴd  askĹ   How  can  we  design  soѴuঞons  that  protect  individuaѴs,  but  sঞѴѴ  aѴѴow                
companies,   governments   and   society   to   harness   AI   benefits?     

  

  

ƒ͓ѵ   

PrivacyŊpreserving  techniques  are  technicaѴѴy  compѴex  and  difficuѴt  to  understand  even  for             
expertsĺ   How  the  underѴying  principѴes  of  such  privacy-preserving  techniques  and  their             
impѴicaঞons  in  pracঞce  couѴd  be  expѴained  to  a  wide-range  of  users  and  stakehoѴders  with                
and  without  technicaѴ  background  is  an  open  chaѴѴenge.   It  is  a  difficuѴt  but  an  extremeѴy                 
important  chaѴѴenge  that  shouѴd  be  taken  up  by  researchĺ  HeѴping  usersķ  AI  deveѴopersķ  system                
providers  and  reguѴators  understand  the  principѴes  and  possibiѴiঞes  of  privacyŊpreserving  AI             
couѴd  go  a  Ѵong  way  to  heѴp  overcome  the  current  binary  choice  of  ľ opt-in  or  don’t  use  it Ŀ  that                     
users   unwiѴѴingѴy   face   in   many   AI   appѴicaঞonsĺ     



  

  

  

ˣ̮͓ W͓ork͓ p͓ractices͓ i͓n͓ A͓I͓ d͓esign̩͓ o͓rganisational͓͓͔ ͔ ͔ ͔ ͔ ͔ ͔
and͓͓s͓tructural͓͓c͓hanges͓ ͓͔
While  the  previous  secࢼon  dealt  with  concrete  principles  and  recommendaࢼons  for  Reflecࢼve  AI               
design,  this  chapter  takes  a  look  at  the  broader  organisaࢼonal,  insࢼtuࢼonal  and  structural  changes                
that   need   to   happen   to   ensure   the   development   and   deployment   of   Reflecࢼve   AI   technologies.     

Firstķ  we  take  a  Ѵook  at  how   designers  and  deveѴopers   can  improve  and  create  new  work                  
pracঞces  so  that  the  AI  systems  they  design  can  be�er  fuѴfiѴѴ  the  described  design  requirements                 
for  Reflecঞve  AIĺ  Furthermoreķ  we  consider  the   organisaঞonaѴ  changes  that  wouѴd  need  to  occur                
within   companies   and   other   organisaঞonaѴ   actors   that   deveѴop   AI   technoѴogiesĺ     

FinaѴѴyķ  we  describe  the  broad   structuraѴ  and  insঞtuঞonaѴ  changes  needed  for  the  estabѴishment               
of  Reflecঞve  AI  technoѴogies  and  pracঞcesĺ  As  in  the  previous  chapterķ  the  inputs  here  are                 
ѴargeѴy  generated  through  expert  interviews  within  the  Reflecঞve  AI  project  or  through  wri�en               
contribuঞons   from   the   parঞcipants   in   our   workshopsĺ     

Ɣ.Ɛ   (New)   work   pracঞces   of   AI   designers   and   deveѴopers     

In  addiঞon  to  and  in  accordance  with  the  Reflecঞve  AI  design  principѴes  outѴined  in  secঞon  ƓĺƐķ                  
we  beѴieve  that  AI  designersķ  on  the  one  handķ  and  AI  deveѴopersķ  on  the  otherķ  shouѴd  improve                   
their  exisঞng  work  pracঞcesĺ  We  have  idenঞfied  the  foѴѴowing  improvements  that  couѴd  heѴp               
both   a   reflecঞve   use   and   design   of   AI   and   that   wiѴѴ   be   eѴaborated   further   in   the   next   chaptersĹ     

Ɛő Supporঞng   user   experience   designers   in   Ѵearning   about   AI   

Ƒő Integraঞon   of   ethicaѴ   awareness   into   AI   deveѴopment   and   teaching   

ƒő Integraঞng   interdiscipѴinary   approaches   to   consider   context   of   use   in   AI   design   

The  foѴѴowing  diagram  summarizes  the  main  probѴems  that  AI  designers  and  deveѴopers  face               
when  creaঞng  new  AI  technoѴogies  ŐoutѴined  in  Secঞons  ƒĺƑőĺ  It  aѴso  iѴѴustrates  the  possibѴe                
soѴuঞons   in   terms   of   work   pracঞces   ŐcircѴed   in   greenő   that   are   discussed   in   the   foѴѴowing   secঞonsĺ     

  
Diagram  Ƒĺ  To�ards  Reflecঞ�e  AIĹ  ProbѴems  and  soѴ�ঞon  approaches  regarding  AI  de�eѴopers  and  designers  in  |erms  of                   
Őne�ő   �ork   pracঞcesĺ   
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Ɣ.Ɛ.Ɛ   Supporঞng   user   experience   designers   in   Ѵearning   about   AI   

As  pointed  out  in  secঞon  ƒĺƑķ  one  of  the  main  chaѴѴenges  for  user  experience  designers  is  that                   
they  themseѴves  do  not  aѴways  know  or  fuѴѴy  understand  how  the  AI  aѴgorithms  workĺ                
Furthermoreķ  o[en  there  is  no  cѴoser  coѴѴaboraঞon  between  them  and  the  deveѴopers  of  the  AI                 
systemsĺ  In  factķ  the  expѴainabѴe  user  experience  interface  can  onѴy  be  deveѴoped  in  a  cѴose                 
coѴѴaboraঞon  between  the  user  experience  designers  who  are  skiѴѴed  in  presenঞng  informaঞon  to               
the  endŊuser  and  the  system  deveѴopers  who  incѴude  the  expѴainabiѴity  as  one  of  the  goaѴs  when                  
they  design  their  systemsĺ  Thereforeķ  ensuring  that  the  designers  understand  the  systems  be�er               
as  weѴѴ  as  work  cѴoseѴy  with  the  AI  deveѴopersķ  is  another  fundamentaѴ  shi[  to  the  current  state                   
of   thingsĺ     

In  order  to  achieve  thisķ  in  Ѵine  with  construcঞvist  Ѵearning  theoryķ  one  of  our  interview  partners                  
suggested  the  idea  of  an  interacঞve  environment  where  the  designers  can  Ѵearn  about  AI  in  an                  
experienঞaѴ  scenarioĺ  OnѴy  if  the  designers  understand  the  basic  principѴes  of  AI  themseѴves  Őeĺgĺ                
as  outѴined  in  ƒĺƐĺƑő  ķ  wiѴѴ  they  be  abѴe  to  deveѴop  the  necessary  new  design  pa�erns  to  ensure                    
expѴainabiѴity  and  transparency  of  the  system  for  the  endŊusers  Ősee  secঞon  ƓĺƑĺƑĺƐ  on  the  need                 
of  new  design  pa�ernsőĺ  As  shown  and  discussed  by  Winter  and  Jackson  ŐƑƏƑƏőķ  approaches                
heѴping  designers  to  deveѴop  their  knowѴedge  skiѴѴs  through  acঞve  experimentaঞon  with  machine              
Ѵearning  techniques  seem  a  promising  way  forward  in  this  regardĺ  These  experienঞaѴ  Ѵearning               
approaches  and  interacঞve  environments  couѴd  be  furthermore  created  in  a  way  to  encourage               
and  foster  the  direct  exchange  between  system  deveѴopers  and  AI  designersķ  giving  the  Ѵa�er  the                 
opportunity  to  provide  feedback  and  requests  for  system  improvementsĺ  A  simiѴar  seমng  has               
aѴready  been  impѴemented  and  tested  by  one  of  our  interview  partnersĹ   “I  do  workshops  with                 
designers….they  play  around  with  things  and  see  what  they  can  do  and  not,  then  they  come  with                   
recommendaࢼons   of   how   they   can   change   things”.     

Ɣ.Ɛ.Ƒ   Integraঞon   of   ethicaѴ   awareness   into   AI   deveѴopment   and   teaching   

As  shown  in  secঞon  ƒĺƑķ  one  of  the  main  probѴems  with  the  current  deveѴopment  of  AI                  
techniques  and  technoѴogies  is  that  the  deveѴopers  mostѴy  aim  at  increasing  accuracyķ  but  o[en                
negѴect  the  ethicaѴ  consideraঞons  about  the  outcomes  of  their  aѴgorithmsĺ  Such  tendencies              
increase  the  risk  of  deveѴoping  aѴgorithms  that  have  harmfuѴ  Őunintendedő  effects  for  individuaѴs               
and  society  as  a  whoѴe  Őas  demonstrated  in  secঞon  ƑĺƐőĺ  To  counter  thisķ  deveѴopers  shouѴd  beķ  on                   
the  one  handķ  aware  of  the  existence  of  such  ethicaѴ  risks  and  discussionsĺ  On  the  other  handķ                   
they  shouѴd  be  required  to  evaѴuate  the  ethicsķ  possibѴe  biases  in  the  data  sets  that  they  use  to                    
train   the   aѴgorithms   and   overaѴѴ   impѴicaঞons   of   their   work   with   appropriate   methods   and   tooѴsĺ     

One  important  way  to  achieve  the  awareness  needed  among  the  AI  deveѴopers  community  is  by                 
integraঞng  ethics  in  the  machine  Ѵearning  courses  and  curricuѴumsĺ  CurrentѴyķ  this  is  not  the                
standard  for  the  vast  majority  of  such  coursesĺ  A  study  by  SaѴtz  et  aѴĺ  ŐƑƏƐƖő  anaѴyzing  the                   
machine  Ѵearning  and  data  science  courses  in  top  UĺSĺ  universiঞes  found  that  onѴy  about  ƑƏѷ  of                  
them  integrate  ethicaѴ  aspectsĺ  In  the  same  studyķ  a[er  conducঞng  a  systemaঞc  Ѵiterature  reviewķ                
the  authors  idenঞfied  ƐƏ  key  ethicaѴ  quesঞons  that  couѴd  heѴp  AI  deveѴopers  contempѴate  ethicaѴ                
situaঞons  and  tested  them  with  a  piѴot  of  ѶƔ  studentsĺ  The  students  were  abѴe  to  be�er  idenঞfy                   
ethicaѴ  diѴemmas  in  the  machine  Ѵearning  sphere  by  using  these  guiding  quesঞons  when               
approaching  new  assignmentsĺ  This  suggests  that  integraঞng  these  or  simiѴar  ethicaѴ  quesঞons              
and  consideraঞons  couѴd  provide  usefuѴ  guidance  for  deveѴopers  both  during  their  educaঞonķ  but               
aѴso   within   an   organisaঞonaѴ   seমngĺ     
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TabѴe   Ƒĺ   E�ampѴe   of   e|hicaѴ   q�esঞons   |o   be   in|egra|ed   in|o   |eaching   Machine   Learning   Ő   in   SaѴ|�   e|   aѴĺķ   ƑƏƐƖķ   ppĺ   ƒƑĹƐƏőĺ   

Ɣ.Ɛ.ƒ   Integraঞng   interdiscipѴinary   approaches   to   consider   context   of   use   in   AI   design   

An  essenঞaѴ  part  of  our  noঞon  of  Reflecঞve  AI  is  that  it  is  not  onѴy  the  endŊusers  that  need  to  be                       
reflecঞve  in  their  use  of  AIķ  but  aѴso  designers  and  deveѴopers  themseѴves  need  to  reflect  on  how                   
they  design  AI  systemsĺ  Beyond  ethicaѴ  aspectsķ  discussed  in  the  previous  secঞonķ  this  aѴso                
incѴudes   the   quesঞon   of   the   overaѴѴ   approach   to   the   design   and   deveѴopment   of   AI   systemsĺ   

There  have  been  increasingѴy  caѴѴs  for  the  designers  and  deveѴopers  of  AI  systems  to  improve                 
them  in  a  way  that  considers  the  needs  of  the  users  as  weѴѴ  as  the  context  in  which  they  are                      
usedĺ     

Most  prominentѴyķ  the  approaches  of  humanŊcentric  and  sociaѴѴyŊaware  AI  Őeĺgĺ  Shneidermanķ             
ƑƏƑƐĸ  LesѴieķ  ƑƏƐƖĸ  ChaঞѴa  et  aѴĺķ  ƑƏƑƐĸ  Lukowiczķ  ƑƏƑƏĸ  Shneidermanķ  ƑƏƑƏĸ  AbduѴ  et  aѴĺķ  ƑƏƐѶĸ                 
HoѴton  ş  Boydķ  ƑƏƑƐĸ  Lindgren  ş  HoѴmstrक़mķ  ƑƏƑƏĸ  Wang  et  aѴĺķ  ƑƏƑƏő  highѴight  the  need  to  put                   
peopѴe  as  users  and  stakehoѴders  Őtheir  needsķ  vaѴues  and  possibѴe  consequences  using  AIőķ  a                
broader  sociaѴ  context  of  the  intended  use  of  AI  and  its  impѴicaঞons  at  the  center  of  a�enঞonķ                   
rather   than   the   avaiѴabѴe   data   or   technoѴogicaѴ   capabiѴiঞes   of   AIĺ     

The  humanŊcentric  aspect  is  intended  as  a  counterpoѴe  to  o[en  criঞcized  technoѴogyŊdriven              
approachesĺ  In  its  most  encompassing  form  this  incѴudes  the  consideraঞon  of  ethicaѴķ              
sociaѴņsocietaѴķ  ѴegaѴ  and  environmentaѴ  concerns  and  impѴicaঞons  for  the  design  and  intended              
use   of   a   given   AI   system   Őeĺgĺ   Dignumķ   ƑƏƐƖőĺ   

Howeverķ  the  deveѴopers  of  AI  can  aѴso  take  into  account  research  from  other  discipѴinesķ  such  as                  
psychoѴogy  or  sociaѴ  sciences  in  order  to  understand  and  approach  be�er  the  context  in  which                 
users  wiѴѴ  be  using  AI  systemsĺ  The  foѴѴowing  two  case  studies  contain  specific  appѴicaঞon                
scenarios  that  iѴѴustrate  how  integraঞng  interdiscipѴinary  approaches  couѴd  heѴp  Ɛő  fight             
misinformaঞon  by  considering  the  context  in  which  informaঞon  sharing  occurs  on  sociaѴ  network               
sites  and  Ƒő  improving  AI  aѴgorithms  so  that  they  provide  more  meaningfuѴ  recommendaঞons  for                
users   to   achieve   behavioraѴ   changeĺ   
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Case  study  Ɛ:  Addressing  the  probѴem  of  misinformaঞon  by  considering  the  context  in  which                
communicaঞon   occurs   on   sociaѴ   network   sites   

  

Ɠ͓Ə   

The  probѴem  of   misinformaঞon  on  sociaѴ  media  has  been  approached  as  a  probѴem  of  content                
moderaঞonĺ  The  tradiঞonaѴ  roѴe  of  the  editors  of  a  newspaper  which  decides  what  gets                
pubѴished  or  not  is  now  repѴaced  by  aѴgorithms  that  scan  userŝs  posts  on  sociaѴ  mediaķ  compare                  
them  against  a  database  of  known  hoaxes  and  flag  themĺ  This  soѴuঞon  is  not  enough  to  deaѴ                   
with  the  deѴuge  of  misinformaঞon  out  there  because  it  treats  informaঞon  as  an               
undifferenঞated  epistemic  good  and  the  users  as  epistemic  agentsĺ  UnѴess  we  refine  the               
exisঞng  aѴgorithmic  approaches  to  misinformaঞon  on  SociaѴ  Networking  Sites  ŐSNSsőķ  we  risk              
censoring   peopѴe   and   missing   out   on   the   disinformaঞon   with   genuine   harmfuѴ   effectsĺ   

In  soѴving  the  probѴem  of  misinformaঞon  on  sociaѴ  media  we  need  to  understand  the  parঞcuѴar                 
weak  epistemic  context  in  which  users  are  acঞng  ŐMarinķ  ƑƏƑƏőĺ  Users  do  not  post  or  share                  
Őmisőinformaঞon  primariѴy  to  inform  othersķ  rather  many  try  to  make  up  their  own  minds  of                 
what  they  shouѴd  beѴieve  by  tesঞng  how  their  foѴѴowers  respond  to  their  postsĺ  We  are  sociaѴ                  
creatures  who  decide  what  to  beѴieve  based  on  our  sociaѴ  ঞes  with  othersĹ  if  the  majority  goes                   
one  wayķ  very  few  of  us  wiѴѴ  choose  the  opposite  wayĺ  SNSs  aѴѴow  for  a  quick  sampѴe  of  what                     
others  think  by  aѴѴowing  users  to  post  an  item  of  news  Őbe  it  informaঞon  or  misinformaঞonő                  
and  then  gauging  how  others  react  and  then  making  up  their  mindsĺ  In  this  circumstanceķ                 
posঞng   and   sharing   have   an   epistemic   funcঞon   but   onѴy   a[er   the   post   has   been   reacted   toĺ     

Thusķ  if  we  Ѵook  at  posঞng  and  sharing  as  speech  actsķ  users  do  not  necessariѴy  assert  what                   
they  share  ŐRiniķ  ƑƏƐƕő  iĺeĺ  they  do  not  cѴaim  that  it  is  true  Ŋ  rather  they  make  a  gesture  of                      
poinঞng  at  something  ŐMarsiѴiķ  ƑƏƑƏő  seemingѴy  saying  ľѴook  at  thisķ  I  find  this  interesঞngķ  what                 
do  you  think?Ŀ  Thusķ  the  sociaѴ  media  traffic  and  userŊgenerated  content  is  simiѴar  to  a  Ѵarge                  
conversaঞon  in  which  peopѴe  point  at  things  and  then  decide  Ѵater  if  they  beѴieve  or  notĺ  This                   
conversaঞonaѴ  pragmaঞc  aspect  cannot  be  addressed  by  current  aѴgorithms  that  aim  to  detect               
faѴse  content  from  truthfuѴ  onesĺ  Yet  the  conversaঞonaѴ  context  is  what  decides  the  difference                
between  a  toxic  piece  of  disinformaঞon  and  a  miѴdѴy  misinforming  newsŊpiece  meant  to  sঞr                
conversaঞonĺ     

Exisঞng  aѴgorithms  cannot  pick  up  the  conversaঞonaѴ  context  and  the  userŝs  intenঞons  yetĺ               
The  context  of  the  u�erances  on  SNSs  has  severaѴ  very  specific  features  that  need  to  be  taken                   
into  accountĺ  PrimariѴyķ  it  is  weakѴy  epistemic  ŐMarinķ  ƑƏƑƏőĹ  meaning  that  users  are  not                
necessariѴy  aiming  to  inform  others  or  be  informedķ  yet  the  informaঞve  effect  happens  in  the                 
background   when   users   get   to   know   about   things   they   did   not   intend   toĺ     

Users  act  as  inadvertent  informers  to  their  foѴѴowersķ  even  if  perhaps  their  intenঞon  when                
posঞng  was  of  ironyķ  sarcasmķ  or  sঞrring  a  debateĺ  SecondѴyķ  it  is  highѴy  emoঞonaѴĹ  sociaѴ  media                  
uses  emoঞonaѴ  expressions  as  shortcuts  for  meaning  Őthink  of  the  emoji  as  reacঞonsķ  the  Ѵikes                 
and  the  heartsķ  that  repѴace  spoken  Ѵanguageő  and  users  come  to  seek  emoঞonaѴ  vaѴidaঞon  on                 
SNSsĺ     

Thereforeķ  we  need  to  understand  the  misinformaঞon  shared  and  posted  on  SNSs  as  moves  in                 
a  conversaঞon  charged  with  emoঞons  where  peopѴe  mirror  and  respond  to  otherŝs  emoঞons               
more  than  to  their  own  content  ŐMarin  ş  Roeserķ  ƑƏƑƏőĺ  These  two  contexts  are  onѴy  some  of                   
the  most  obvious  onesķ  but  there  are  muѴঞpѴe  other  ways  in  which  context  on  sociaѴ  media  is                   
different  from  the  massŊmedia  context  or  that  of  face  to  face  communicaঞonsĺ  Henceķ  future                
research  for  Reflecঞve  AI  shouѴd  ask   how  are  the  conversaঞonaѴ  contexts  specific  to  sociaѴ                
media,   how   many   disঞnct   contexts   are   there,   and   how   couѴd   these   be   detected   by   AI?   



  

  

  

Case  study  Ƒ:  Accounঞng  for  user-specific  factors  when  providing  behavioraѴ  change             
recommendaঞons     
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To  begin  tackѴing  the  probѴem  of  the  conversaঞonaѴ  context  on  SNSsķ  one  wouѴd  need  first  to                  
outѴine  the  types  of  conversaঞonaѴ  contexts  on  sociaѴ  media  Ősuch  as  emoঞonaѴķ  epistemicķ               
normaঞveķ  pѴayfuѴķ  performaঞveķ  experimentaѴķ  etcĺő  and  then  devise  methods  for  detecঞng             
thoseĺ  AI  aѴgorithms  wouѴd  need  to  be  trained  on  Ѵarge  sets  of  user  posts  to  detect  this  context                    
and  cѴassify  itĺ  A[er  this  stepķ  research  needs  to  Ѵook  into  possibѴe  ways  to  nudge  users  or                   
make  them  aware  of  the  context  that  they  are  using  and  how  opaque  this  may  be  to  other                    
usersĺ  What  we  imagine  to  be  cѴearѴy  ironic  or  sarcasঞc  may  not  be  perceived  thus  by  the                   
readers  of  our  posts  and  miscommunicaঞon  occurs  frequentѴy  when  we  onѴy  read  otherŝs               
words  without  seeing  their  body  Ѵanguage  or  hearing  their  tone  of  voiceĺ  Reflecঞve  AI  couѴd                 
aѴso  Ѵook  into  how  to  suppѴant  the  Ѵack  of  embodiment  in  communicaঞon  by  puমng  in  pѴace                  
markers   and   symboѴs   that    make   the   conversaঞonaѴ   context   cѴear   to   other   usersĺ   

When  the  recommender  systems  are  used  to  heѴp  users  to  change  their  behavior  when  they                 
are  not  saঞsfied  with  their  current  behaviorķ  tradiঞonaѴ  approaches  might  be  Ѵess  effecঞveĺ  As                
the  user  is  not  saঞsfied  with  the  current  situaঞonķ  buiѴding  recommendaঞons  on  historicaѴ  data               
is  subopঞmaѴ  ŐEkstrand  ş  WiѴѴemsenķ  ƑƏƐѵőĺ  We  therefore  argue  that  there  is  a  need  for  noveѴ                  
recommender  methods  that  take  this  into  accountĺ  One  soѴuঞon  couѴd  be  to  fiѴter               
recommendaঞons  based  on  specific  user  goaѴsĺ  For  exampѴeķ  food  recommender  systems  buiѴt              
on  exisঞng  data  sets  o[en  recommend  unheaѴthy  recipes  as  those  are  typicaѴѴy  the  more                
popuѴar  ones  on  the  pѴa�orms  ŐTra�ner  ş  EѴsweiѴerķ  ƑƏƐƕőĺ  Tra�ner  and  EѴsweiѴer  show  that                
postfiѴtering  the  recommendaঞons  based  on  nutriঞonaѴ  scores  ŐѴike  the  FSA  score  used  in  the                
UKő  can  improve  the  heaѴthiness  of  the  recommendaঞonsĺ  SimiѴarѴyķ  other  approaches  that  use               
digitaѴ  nudging  ŐJesse  ş  Jannachķ  ƑƏƑƐőķ  espĺ  when  personaѴized  to  the  userķ  might  be                
successfuѴ   in   heѴping   users   to   improve   their   behaviorĺ   

Howeverķ  these  approaches  do  not  have  an  underѴying  modeѴ  of  behavioraѴ  change  and  do  not                 
take  into  account  that  what  to  change  might  strongѴy  depend  on  the  usersĽ  abiѴity  to  do  soĺ                   
One  approach  that  can  do  this  is  based  on  the  Rasch  scaѴeķ  which  was  originaѴѴy  used  to                   
measure  ŐenvironmentaѴő  aমtudes  based  on  actuaѴ  behavior  of  peopѴeķ  rather  than  their  stated               
aমtudes  or  behavioraѴ  intenঞons  ŐKaiser  et  aѴĺķ  ƑƏƐƏőĺ  The  Rasch  scaѴe  orders  items  based  on                 
their  behavioraѴ  difficuѴtyķ  and  matches  these  with  the  abiѴity  of  the  user  to  provide                
recommendaঞons  which  are  reѴevant  but  sঞѴѴ  achievabѴeĺ  This  method  was  shown  to  be               
effecঞve  in  energy  recommendaঞons  ŐStarke  et  aѴĺķ  ƑƏƐƕķ  ƑƏƑƏőķ  bѴood  pressure  management              
ŐRadha   et   aѴĺķ   ƑƏƐѵő   and   Food   Recommendaঞons   ŐSch࢜fer   ş   WiѴѴemsenķ   ƑƏƐƖőĺ     

The  basic  premise  of  a  Rasch  recommender  is  that  users  are  provided  with  measures  that  are                  
chaѴѴenging  but  sঞѴѴ  a�ainabѴeķ  rather  than  items  that  are  too  generaѴ  and  too  easy  or  on  the                   
other  hand  very  difficuѴtĺ  For  exampѴeķ  in  the  food  recommenderķ  rather  than  recommending  to                
improve  the  worst  performing  nutrients  Őwhich  are  o[en  the  difficuѴt  ones  to  achieveő  the                
system  recommended  to  improve  the  ones  that  were  most  ѴikeѴy  the  ones  users  couѴd  sঞѴѴ                 
changeĺ   Moreoverķ   the   Rasch   scaѴe   o[en   ranks   very   different   behaviors   on   the   same   scaѴeĹ     
in  the  bѴood  pressure  management  studyķ  we  find  that  measures  such  as  exercising  were  mixed                 
with  measures  to  reduce  saѴt  intake  or  diet  changesĺ  Easy  and  more  difficuѴt  measures  of  each                  
type  can  be  found  across  the  scaѴe  aѴѴowing  to  recommend  diverse  and  effecঞve  measures  to                 
aѴѴ   paঞentsĺ     

This  approach  can  be  aѴso  taken  when  eĺgĺ  users  want  to  change  their  technoѴogy  addicঞon  or                  
any  other  pa�ernsķ  and  thus  the  recommendaঞons  can  be  empѴoyed  to  sঞmuѴate  producঞve               
behaviorsĺ  TechnoѴogy  addicঞon  is  a  serious  probѴem  that  has  emerged  not  so  Ѵong  ago  ŐDĽArcy                 



  

  

  

Ɣ.Ƒ   OrganisaঞonaѴ   pracঞces   for   Reflecঞve   AI   

The  previous  secঞon  outѴined  changes  needed  in  the  exisঞng  working  pracঞces  of  AI  deveѴopers                
and  designersĺ  Hereķ  we  go  one  ѴeveѴ  further  and  address  overaѴѴ  changes  needed  in                
organisaঞonaѴ  Ѵogics  and  structures  in  order  to  foster  the  deveѴopment  and  impѴementaঞon  of               
Reflecঞve   AI   technoѴogies   and   pracঞcesĺ   In   this   chapter   we   address   two   main   componentsĹ   

Ɛő Integraঞng   Reflecঞve   AI   in   organisaঞonaѴ   innovaঞon   adopঞonķ   

Ƒő Changing   vaѴues   of   commerciaѴ   organisaঞonsĺ   

The  foѴѴowing  diagram  iѴѴustrates  possibѴe  soѴuঞon  approaches  in  terms  of  organisaঞonaѴ             
pracঞcesķ   structures   and   processes   ŐcircѴed   in   greenő   that   wiѴѴ   be   addressed   in   the   next   secঞonsĺ   

  
Diagram  ƒĺ  To�ards  Reflecঞ�e  AIĹ  ProbѴems  and  soѴ�ঞon  approaches  regarding  AI  de�eѴopers  and  designers  in  |erms                  
of   organisaঞonaѴ   pracঞces     

Ɣ.Ƒ.Ɛ   Integraঞng   reflecঞve   AI   in   organisaঞonaѴ   innovaঞon   adopঞon     

The  rapid  digitaѴisaঞon  in  recent  years  poses  a  chaѴѴenge  for  aѴѴ  types  of  organisaঞons  Ŋ                 
governmentaѴķ  nonŊgovernmentaѴķ  administraঞve  or  corporate  Ŋ  to  adapt  their  operaঞons  and             
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at  eѴĺķ  ƑƏƐƓő  especiaѴѴy  on  sociaѴ  networks  ŐSerenko  ş  TureѴķ  ƑƏƐƔőĺ  InŊdepth  understanding  of                
the  properঞes  that  triggers  technoѴogy  addicঞon  wouѴd  heѴp  to  design  Reflecঞve  AI  systems               
aѴready  from  the  startĺ  We  propose  an  approach  for  designing  Reflecঞve  AI  systems  which                
takes  the  hidden  Ѵearning  outcomes  of  systems  into  consideraঞonĺ  AnaѴyzing  and             
understanding  the  essenঞaѴs  of  what  systems  reaѴѴy  teach  peopѴeķ  how  they  reaѴѴy  affect               
peopѴe   is   the   first   step   towards   designing   Reflecঞve   AI   systemsĺ   

To  sum  it  upķ  to  deѴiver  fair  and  expѴainabѴe  recommendaঞons  an  integrated  soѴuঞon  is  neededĹ                 
the  deveѴopment  of  the  right  recommender  aѴgorithms  is  just  one  piece  of  the  puzzѴeķ  and  is                  
part  of  a  Ѵarger  Őecoő  system  of  supporঞng  actorsĺ  Rutjes  et  aѴĺ  ŐƑƏƐƖő  have  argued  that  ѴifestyѴe                   
coaches  o[en  hesitate  to  use  data  and  apps  in  their  coaching  pracঞceķ  showing  that  there  are                  
severaѴ  barriers  to  actuaѴѴy  impѴement  these  type  of  systems  into  the  daiѴy  coaching  pracঞceķ                
stressing  the  need  for  a  vaѴue  sensiঞve  design  and  user  parঞcipatory  design  approach               
ŐEkstrand   ş   WiѴѴemsenķ   ƑƏƐѵőĺ     



  

  

  

internaѴ  processes  according  to  the  emerging  digitaѴ  trendsķ  especiaѴѴy  in  the  AI  sphereĺ  ExampѴes                
incѴude  the  integraঞon  of  eѴectronic  fiѴing  systemsķ  the  emergence  of  AIŊprepared  company              
reports ķ  ѴegaѴ  and  other  textsķ  as  weѴѴ  as  the  adopঞon  of  automated  decisions  Őeĺgĺ  for  markeঞng                  10

goaѴsőĺ  AѴѴ  such  organisaঞonaѴ  innovaঞon  adopঞon  processes  require  inteѴѴectuaѴķ  strategic  and             
poѴiঞcaѴ  reflecঞonķ  reviewķ  interpretaঞons  and  organizaঞonaѴ  contextuaѴizaঞon  as  weѴѴ  as            
possibѴe  adjustmentsĺ  As  suchķ  organizaঞons  need  to  expѴore  AI  systems  by  addressing  first  and                
foremost  the  interdependencies  and  interacঞons  between  empѴoyees  and  managers  within  the             
given  organizaঞonaѴ  structure  in  the  context  of  digitaѴ  innovaঞons  and  in  parঞcuѴar  in  view  of  the                  
increasing   appѴicaঞon   of   AIĺ     

At  the  same  ঞmeķ  the  users  and  decisionŊmakers  within  the  organizaঞonaѴ  structure  and               
hierarchy  need  to  retain  their  sovereignty  of  interpretaঞon  and  deveѴopment  of  AI  to  arrive  at                 
Reflecঞve  AI  systemsĺ  Howeverķ  this  is  o[en  difficuѴt  to  achieve  because  within  organizaঞons  and                
their  internaѴ  cuѴturesķ  the  effects  of  AI  systems  on  human  decisions  and  acঞons  are  sঞѴѴ                 
insufficientѴy  recognizabѴe  and  o[en  incomprehensibѴe  for  most  of  the  concerned  actorsĺ             
ConsequentѴyķ  there  are  not  many  ways  in  which  organisaঞonaѴ  empѴoyees  can  offer  or  formuѴate                
their   digitaѴ   needs   for   AI   servicesĺ     

SoѴuঞons  in  this  regard  need  to  be  based  on  the  adopঞon  of  a  hoѴisঞc  and  differenঞated                  
exchange  between  AI  deveѴopersķ  AI  users  in  the  broad  sense  and  their  idenঞfied  needs  in  the                  
respecঞve  organizaঞonaѴ  seমng  which  incѴudes  the  consideraঞon  of  exisঞng  IT  technoѴogies             
aѴready  in  useĺ  One  way  of  achieving  this  couѴd  be  to  embed  a  humanŊcentered  deveѴopment  and                  
Ѵearning  Ѵaboratory  on  reflecঞve  arঞficiaѴ  inteѴѴigenceķ  in  short  RAIŊLABķ  within  the  organisaঞonaѴ              
structureĺ  This  Ѵab  shouѴd  be  an  integraѴ  part  of  a  respecঞve  organizaঞon  and  act  as  a  Ѵearning                   
and  deveѴoping  enঞty  for  the  enঞre  organizaঞonķ  its  empѴoyeesķ  its  programmes  and  processesķ               
decisionŊmaking   and   strategy   deveѴopment   as   weѴѴ   as   the   overaѴѴ   funcঞoning   of   the   organizaঞonĺ     

The  estabѴishment  of  a  Ѵab  Ѵike  this  wouѴd  require  that  aѴѴ  empѴoyees  of  a  given  organisaঞon                  
Őteamsķ  Ѵeadersķ  their  interacঞonsķ  pa�ernsņstructureső  shouѴdķ  thereforeķ  be  an  integraѴ  part  of              
the  RAIŊLAB  in  order  to  parঞcipate  in  the  digitaѴ  and  sociaѴ  transformaঞon  process  of  the                 
organisaঞonĺ  In  the  RAIŊLAB  approachķ  researchķ  deveѴopment  and  impѴementaঞonņintegraঞon           
of  AI  systems  takes  pѴace  in  an  organisaঞon  to  test  AI  systems  for  their  accountabiѴity  and                  
trustworthiness  as  weѴѴ  as  their  impactĺ  The  organisaঞonaѴ  impact  assessment  of  depѴoyed  AI               
systems  is  jointѴy  reflectedķ  reviewed  and  adjusted  from  different  perspecঞves            
ŐdifferenceŊorientedőĺ  The  transformaঞon  of  sociaѴ  condiঞons  Őcommunicaঞonķ  decisionsķ          
contextső   is   given   high   consideraঞonĺ     

Ɣ.Ƒ.Ƒ   VaѴue   changes   of   commerciaѴ   organisaঞons   

In  order  to  provide  for  transparencyķ  fairer  recommendaঞons  or  to  ensure  user  privacyķ               
companies  which  empѴoy  AI  aѴgorithms  to  provide  services  to  their  customers  o[en  report  that                
they  experience  tradeŊoffs  with  their  exisঞng  metricsķ  such  as  Ѵower  ѴeveѴs  of  engagement  or                
reduced  convenience  for  the  usersĺ  For  exampѴeķ  some  media  company  representaঞves  we              
interviewed  use  aѴgorithms  that  rerank  and  boost  content  which  has  higher  pubѴic  vaѴueķ  in  order                 
to  provide  for  the  diversity  of  the  recommendaঞon  setĺ  As  a  resuѴtķ  their  recommendaঞons                
become  Ѵess  homogenous  and  the  engagement  of  the  users  decreasesĺ  In  a  simiѴar  veinķ  in  order                  
to  provide  a  targeted  recommendaঞonķ  companies  o[en  coѴѴect  demographic  dataķ  to  be  abѴe  to                
be�er  match  the  users  and  to  idenঞfy  their  needsķ  or  in  order  to  make  an  easy  and  convenient                    
Ѵog  inķ  they  offer  authenঞcaঞon  through  Facebookķ  thus  automaঞcaѴѴy  sharing  the  user  data  with                
a   thirdŊparty   service   Őfor   a   broader   overview   on   the   privacy   issue   see   secঞon   ƒĺƐĺƑ   and   ƓĺƑĺƒőĺ     

Thusķ  on  one  handķ  in  order  to  be  fairķ  transparentķ  and  provide  for  expѴainabiѴityķ  a  company                  
needs  to  consciousѴy  adopt  these  tradeŊoffs  in  its  company  poѴicy  and  support  and  stand  behind                 

10   See   PR   ƑƏņƑƏĹ     h�psĹņņbѴogĺh�bspo|ĺcomņmarkeঞngņho�Ŋ|oŊshrinkŊreporঞngŊঞmeŊ�i|hŊai     
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themĺ  AѴthough  the  engagement  rates  might  get  Ѵower  or  the  recommendaঞons  might  be  Ѵess                
exactķ  they  ensure  the  fairness  and  transparency  of  the  system  provided  to  the  endŊusersĺ  Thisķ                 
in  turnķ  can  have  a  good  impact  on  the  reѴaঞonship  with  customersķ  if  the  Ѵa�er  see  that  the                    
company  has  vaѴues  different  from  pure  profit  maximizaঞonĺ  We  aѴready  see  a  Ѵot  of  companies                 
who  are  adopঞng  this  kind  of  view  andķ  in  factķ  not  compromising  the  profitabiѴity  as  a  resuѴtĺ  As                    
one  interview  partner  put  itĹ   “ In  Europe,  they  are  trying  to  create  a  narraࢼve  to  increase  trust  and                    
then  also  to  increase  profitability”.   ConsequentѴyķ  such  vaѴues  need  to  be  insঞtuঞonaѴized  in  the                
company   and   promoted   among   its   empѴoyees   and   aѴso   transmi�ed   to   the   endŊusersĺ     

On  the  other  handķ  it  is  important  to  increase  awareness  of  companies  of  soѴuঞons  that                 
overcome  such  tradeŊoffs  and  demonstrate  that   it  is  a  faѴse  diѴemma  that  using  AI  is  at  odds  with                    
vaѴues  such  as  transparency  and  privacy ķ  eĺgĺ  that  minimizing  personaѴ  data  requirements  neednĽt               
compromise  the  vaѴue  for  the  users  Ősee  aѴso  Chapter  ƒĺƓőĺ  Moreoverķ  as  customers  a�ach  more                 
importance  to  such  humanŊcentric  vaѴuesķ  companies  need  to  reconsider  the  evaѴuaঞon  metrics              
they  use  to  measure  customer  engagement  and  saঞsfacঞonĺ  The  deveѴopment  of  evaѴuaঞon              
metrics  which  consider  not  onѴy  the  accuracy  or  cѴickŊthrough  rateķ  but  aѴso  more  human  vaѴues                 
such  as  criঞcaѴ  thinkingķ  trustķ  bias  and  fairness  is  cruciaѴĺ  Exisঞng  research  on  deveѴoping  such                 
metrics   shows   both   the   chaѴѴenges   and   the   way   forward   ŐChouѴdechova   ş   Rothķ   ƑƏƐѶőĺ   

Ɣ.ƒ.   StructuraѴ   changes   for   Reflecঞve   AI     

As  aѴready  statedķ  Reflecঞve  AI  is  a  hoѴisঞc  and  comprehensive  approach  that  acknowѴedges  the                
need  not  onѴy  for  individuaѴ  and  organisaঞonaѴ  changesķ  but  for  broader  societaѴ  and  structuraѴ                
shi[s  in  order  to  create  and  use  AI  technoѴogies  in  a  way  that  harnesses  their  benefitsĺ  The  roѴe                    
of  governmentsķ  internaঞonaѴ  organisaঞons  and  supraŊgovernmentaѴ  structures  Őeĺgĺ  the  EUő  to             
controѴ  and  audit  the  creaঞon  and  depѴoyment  of  AI  technoѴogiesķ  as  weѴѴ  as  to  ensure  that                 
ciঞzens  have  access  to  proper  educaঞonaѴ  possibiѴiঞes  to  Ѵearn  about  AI  is  cruciaѴĺ  The  structuraѴ                 
changes  needed  to  estabѴish  the  noঞon  of  responsibѴe  and  reflecঞve  AI  deveѴopment  and  use  are                 
compѴex  and  need  to  address  different  areasķ  howeverķ  in  this  report  we  are  focusing  on  two                 
main  aspects  Ŋ  audiঞng  and  Ѵiteracy  Ŋ  as  they  were  outѴined  as  the  most  pressing  issues  by  many                    
of   our   interview   partnersĺ     

The  foѴѴowing  diagram  summarizes  the  main  probѴems  that  pubѴic  insঞtuঞons  Őeĺgĺ  AI  reguѴatorső               
face  when  deaѴing  with  AI  technoѴogies  Őas  outѴined  in  Secঞon  ƒĺƒőĺ  It  aѴso  iѴѴustrates  possibѴe                 
soѴuঞons   in   terms   of   insঞtuঞonaѴ   and   structuraѴ   changes   that   wiѴѴ   be   addressed   nextĺ   

  
Diagram   Ɠĺ   To�ards   Reflecঞ�e   AIĹ   ProbѴems   and   soѴ�ঞon   approaches   regarding   p�bѴic   insঞ|�ঞons   
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Ɣ.ƒ.Ɛ   Audiঞng   and   controѴ   of   aѴgorithm   deveѴopment   and   depѴoyment     

As  aѴready  outѴined  in  secঞon  ƒĺƒķ  one  of  the  key  issues  according  to  many  interviewed  experts  is                   
the  sѴow  and  insufficient  governmentaѴ  controѴ  over  AI  deveѴopment  and  depѴoymentĺ  Even  if               
there  are  some  significant  steps  towards  achieving  a  comprehensive  reguѴaঞon  over  private  data               
use   by   companies   ŐGDPRőķ   there   are   sঞѴѴ   many   further   aspects   that   need   to   be   be�er   reguѴatedĺ   

One  idea  expressed  within  the  expert  interviews  was  the  estabѴishment  of  an  audit  authority               
which  wouѴd  define  compѴiance  criteria  for  AI  systems  and  wouѴd  check  whether  the  services  and                 
products  that  empѴoy  AI  compѴy  with  themĺ  These  compѴiance  criteria  wouѴd  be  nonŊnegoঞabѴeķ               
especiaѴѴy  for  the  high  risk  and  high  impact  appѴicaঞonsĺ  In  this  wayķ  the  burden  of  evaѴuaঞng  and                   
being  informed  about  possibѴe  consequences  of  AI  which  is  currentѴy  with  the  endŊuser  wouѴd  be                 
reѴieved  and  the  deveѴopers  wouѴd  be  addiঞonaѴѴy  incenঞvized  to  deveѴop  systems  which  are  Ѵess                
discriminaঞng   and   Ѵess   biasedĺ     

The  impѴementaঞon  of  such  an  authority  and  the  definiঞon  of  the  compѴiance  criteria  as  weѴѴ  as                  
the  methods  for  checking  them  are  far  from  triviaѴķ  because  the  ľone  size  fits  aѴѴĿ  approach  wouѴd                   
hardѴy  work  for  aѴѴ  types  of  actors  invoѴved  in  the  deveѴopment  of  AI  aѴgorithmsĺ  An  addiঞonaѴ                  
quesঞon  wouѴd  be  by  whom  such  a  controѴѴing  enঞty  shouѴd  be  operated  Őgovernmentsķ  civiѴ                
sectorő  and  how  Ѵegiঞmate  wiѴѴ  it  beĺ  CurrentѴyķ  the  EU  commission  is  aѴready  thinking  of  ways  to                   
organize  such  an  authority  and  respond  to  such  caѴѴs  for  more  controѴĺ  An  important  step  of  the                   
Commission  in  this  direcঞon  is  the  proposaѴ  on  banning  the  use  of  AI  for  mass  surveiѴѴance                  
andņor   ranking   behavior   ŐѴike   the   ľsociaѴ   scoringĿ   in   Chinaő   ŐCheeķ   ƑƏƑƐőĺ    

Ɣ.ƒ.Ƒ   AI   Ѵiteracy   and   pubѴic   educaঞon   about   AI   

In  ƔĺƐĺƑ  we  tackѴed  the  need  for  a  be�er  educaঞonaѴ  curricuѴum  for  AI  deveѴopers  and  designersĺ                  
Howeverķ  there  is  aѴso  a  necessity  to  educate  the  generaѴ  popuѴaঞon  about  basic  principѴes  and                 
properঞes  of  AI  Ősee  ƓĺƑĺƑő  or  about  the  risks  that  unreflecঞve  AI  use  poses  Őas  outѴined  in  ƑĺƐőĺ  In                     
order  to  reach  as  many  peopѴe  as  possibѴeķ  educaঞng  ciঞzens  about  AI  shouѴd  be  a  ѴargeŊscaѴe                  
coѴѴecঞve   and   weѴѴ   coordinated   effortĺ     

Thereforeķ  in  order  to  shape  pubѴic  opinionķ  governments  couѴd  issue  mass  AI  educaঞonaѴ               
campaigns  to  demysঞfy  such  technoѴogies  and  expѴain  how  they  workĺ  Such  educaঞonaѴ              
campaignsķ  programmes  and  cѴips  on  new  technoѴogicaѴ  appѴiances  were  doneķ  for  exampѴeķ  in               
the  ѶƏs  by  the  BBC ĺ  Nowadays  they  couѴd  be  doneķ  for  instanceķ  through  trusted  sociaѴ  media                  11

channeѴsķ  or  through  governmentŊsponsored  MOOCSĺ  One  exampѴe  couѴd  be  projects  such  as   AI               
Competence  for  Sweden  Ŋ  a  naঞonaѴ  iniঞaঞve  for  educaঞon  and  competence  deveѴopment  in               12

arঞficiaѴ   inteѴѴigence   for   working   professionaѴsĺ     

Howeverķ  it  is  important  that  such  campaigns  are  created  in  a  way  that  reaches  aѴѴ  segments  of                   
society  and  not  onѴy  peopѴe  with  higher  educaঞon  and  from  a  priviѴeged  socioŊeconomic               
backgroundĺ  EducaঞonaѴ  projects  Ѵike   Elements  of  AI  have  the  vision  to  bring  AI  cѴoser  to  the                  13

generaѴ  pubѴic  and  make  these  systems  more  understandabѴe  to  everyoneĺ   Elements  of  AI  is  not                 
acঞve  onѴy  within  one  countryķ  but  the  contents  from  the  onѴine  courses  have  been  transѴated                 
into  many  different  European  Ѵanguages  thus  ensuring  that  peopѴe  across  the  European  space  are                
be�er  educated  about  AI  technoѴogiesĺ  Such  iniঞaঞves  coordinated  on  naঞonaѴ  and  gѴobaѴ  ѴeveѴ               
shouѴd   be   further   supported   by   both   naঞonaѴ   governments   and   other   ŐpubѴicő   insঞtuঞonsĺ     

Furthermoreķ  interview  partners  were  advocaঞng   for  more  AI  Ѵiteracy  opportuniঞes  aѴready  in              
the  curricuѴum  in  primary  schooѴ  or  high  schooѴĺ  By  this  they  did  not  necessariѴy  mean  to  teach                   
chiѴdren  new  technicaѴ  competences  Őeĺgĺ  how  to  codeőķ  but  to  teach  them  to  be  abѴe  to                  

11  h�ps:ņņwww.bbc.co.ukņtasterņpiѴotsņcomputerŊѴiteracyŊproject   
12  h�ps:ņņaiŊcompetence.seņenņ   
13  h�ps:ņņwww.eѴementsofai.comņ   
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understand  how  digitaѴ  technoѴogies  work  and  ask  criঞcaѴ  quesঞons  about  such  phenomenaĺ              
AddiঞonaѴѴyķ  some  experts  were  suggesঞng  integraঞng  AI  Ѵiteracy  courses  aѴso  in  university              
educaঞonĺ  As  AI  is  becoming  aѴѴŊencompassingķ  being  integrated  into  many  daiѴy  acঞviঞesķ  it               
needs  to  be  understood  not  onѴy  by  the  future  deveѴopers  of  AIķ  but  aѴso  by  other  speciaѴistsķ                  
such  as  UX  designersķ  product  managers  etcĺ  and  courses  on  AI  shouѴd  be  incѴuded  in  the                  
curricuѴa   of   many   other   discipѴine   majors   as   part   of   generaѴ   educaঞon   on   the   subject   ma�erĺ     

  

    

  

Ɠ͓ѵ   



  

  

  

ˤ̮͓͓D͓irections͓͓f͓or͓͓f͓urther͓͓r͓esearch͓͓ ͓͔͔
This  secࢼon  synthesizes  the  main  challenges  and  direcࢼons  for  future  research  related  to  the  vision  of                  
Reflecࢼve  AI  based  on  insights  from  Secࢼons  2-4.  What  needs  be�er  understanding?  What  are  the                 
blindspots?   What   should   new   approaches   consider?   What   streams   of   research   should   be   connected?   

The   chaѴѴenges   and   research   direcঞons   idenঞfied   in   the   previous   secঞons   faѴѴ   into   two   areasĹ     

Ɣ How   to   design   systems   and   soѴuঞons   enabѴing   a   reflecঞve   use   of   AI?   
Ɣ How  to  create  enabѴing  work  pracঞces  and  organisaঞonaѴ  condiঞons  for  Reflecঞve  AI              

deveѴopment   and   design?     

For  an  overviewķ  the  main  probѴems  and  research  direcঞons  in  each  of  these  areas  are  first                  
summarized  in  TabѴe  ƒ  and  TabѴe  Ɠ  beѴowĺ  The  subsequent  secঞons  describe  them  in  more  detaiѴĺ                  
This  synthesis  foѴѴows  the  same  Ѵeading  quesঞons  that  have  guided  this  report  on  what  needs  to                  
be   be�er   researched   for   ensuring   a   reflecঞve   use   and   deveѴopment   of   AIĺ   

  

Ɠ͓ƕ   

CHALLENGEĹ   Devigning   v�v|emv   and   voѴ�ঞonv   fou   ueflecঞ�e   �ve   of   AI   

PuobѴemvņ�veu   needv     Diuecঞonv   and   t�evঞonv   fou   f�|�ue   ueveauch   

Transparenc�   of   AI   presence   
Lack   of   transparency:   endŊusers   don’t   
know   that   AI   technoѴogies   are   in   use     

● How   to   signaѴ   the   presence   of   AI   technoѴogies   in   an   
engaging   and   understandabѴe   way,   so   that   users’   
a�enঞon   is   a�racted   towards   the   fact   that   AI   
technoѴogies   are   in   use,   but   without   overѴoading   the   
users   with   too   much   informaঞon?   

Unders|andabiѴi|�   of   AI     
Lack   of   understandabiѴity   for   the   key   
operaঞonaѴ   principѴes   of   AI   
technoѴogies  

  
  
  
  
  
  

No   “oneŊsize   fits   aѴѴĿ   expѴanaঞons:   not   
aѴѴ   provided   expѴanaঞons   for   the   inner   
principѴes   and   properঞes   of   AI   are   
suitabѴe   for   peopѴe   from   different   user   
groups     

● What  are  the  most  important  properঞes  of  AI  that           
shouѴd  be  understood  by  users  to  aѴѴow  competent  and           
reflecঞve   use   of   AI?     

● How  couѴd  hidden  properঞes  of  AI  be  exposed  and           
made   understandabѴe   to   the   users?     

● How  couѴd  this  be  achieved  so  that  users  internaѴize           
this  understanding  in  new,  more  appropriate  mentaѴ         
modeѴs   of   AI,   its   benefits   and   risks   it   carries?     

  
● How   to   devise   expѴanaঞons   of   operaঞonaѴ   principѴes   

and   properঞes   of   AI   that   are   comprehensibѴe   for   a   
wideŊrange   of   users,   whiѴe   sufficientѴy   precise   to   set   
the   ground   for   understanding   subsequent   expѴanaঞons   
of   potenঞaѴ   risks?   

Di�ersi|�   and   ľbirdsŊe�e   �ie�Ŀ   
Lack   of   a   “birdsŊeye   viewĿ:   users   see   
onѴy   the   personaѴized   resuѴts   
presented   to   the   by   AI   
recommendaঞons,   but   not   the   whoѴe   
picture   

  
  

Many   of   the   current   techniques   in   
recommender   systems   don’t   
sufficientѴy   account   for   diversity   in   the   
recommendaঞons   provided   

● How   couѴd   AI   systems   Őe.g.   recommender   systemső   
inform   the   users   where   they   stand   with   regards   to   
other   users?     

● How   couѴd   personaѴizaঞon   be   baѴanced   with   an   
awareness   of   a   diversity   of   possibѴe   views,   without   
overwheѴming   the   users?   

  
● How   can   diversity   and   perspecঞves   in   recommender   

systems   be   defined   and   measured   Őe.g.   in   news   
recommendaঞons   or   in   the   seѴecঞon   of   posts   in   sociaѴ   
networkső?     

● What   normaঞve   consideraঞons   are   required   to   ensure   
transparency   between   personaѴizaঞon   and   a   birdsŊeye   



  

  

  

TabѴe   ƒĺ   ChaѴѴenges   and   research   direcঞons   for   s�s|ems   and   soѴ�ঞons   for   reflecঞ�e   �se   of   AI   

  

TabѴe   Ɠĺ   ChaѴѴenges   and   research   direcঞons   regarding   �ork   pracঞces   and   organisaঞonaѴ   condiঞons   for   reflecঞ�e   AI   

  

Ɠ͓Ѷ   

view   for   users?     
● How   couѴd   such   principѴes   be   transѴated   into   design   

decisions   that   saঞsfy   user   needs   Őe.g.   reѴevant   
contentő?     

● How   shouѴd   AI   systems   give   users   effecঞve   autonomy   
and   controѴ   over   the   ѴeveѴ   of   personaѴizaঞon   they   
desire?     

Con|roѴ   o�er   �se   of   personaѴ   da|a   b�   AI   
EndŊusers   are   o[en   not   aware   about   
acঞons   they   can   take   onѴine   in   order   
to   secure   their   data   privacy   when   
using   AI   technoѴogies   

  
Many   of   the   exisঞng   approaches   in   
deveѴoping   and   designing   AI   
compromise   user   privacy   

● How   couѴd   the   underѴying   principѴes   of   
privacyŊpreserving   techniques   and   their   impѴicaঞons   in   
pracঞce   be   expѴained   to   a   wideŊrange   of   users   and   
stakehoѴders?   

  
  
● How   can   we   design   soѴuঞons   that   protect   individuaѴs,   

but   sঞѴѴ   aѴѴow   companies,   governments   and   society   to   
harness   the   benefits   of   big   data   and   AI?   

E�perienঞaѴ   Ѵearning   and   reflecঞ�e   AI   
e�periences   
EndŊusers   Ѵack   opportuniঞes   to   
experience   the   effects   of   AI   
technoѴogies   in   ways   that   aѴѴow   
experienঞaѴ   Ѵearning   about   the   
properঞes   and   principѴes   of   AI   

  

● How   couѴd   new   user   experience   design   pa�erns   for   AI   
systems   enabѴe   more   reflecঞve   use   of   AI?   

● How   can   interacঞve   environments   for   experienঞaѴ   
Ѵearning   about   AI   be   designed   and   impѴemented?     

● How   can   situaঞons   be   created   which   aѴѴow   endŊusers   
to   experience   the   behaviour   of   AI   systems   and   their   
possibѴe   individuaѴ   and   societaѴ   consequences?   

CHALLENGEĹ   Cueaঞng   �ouk   puacঞcev   and   ouganivaঞonaѴ   condiঞonv   fou   Reflecঞ�e   AI     

PuobѴemvņneedv   Diuecঞonv   and   t�evঞonv   fou   f�|�ue   ueveauch   

Work   pracঞces   in   AI   design   ş   
de�eѴopmen|     
UserŊexperience   designers   Ѵack   
knowѴedge   about   the   inner   workings   
of   AI   technoѴogies     

  
AI   deveѴopers   o[en   Ѵack   awareness   of   
ethicaѴ   issues   and   potenঞaѴ   harmfuѴ   
effects   connected   to   the   technoѴogies   
they   deveѴop   

● How   to   deveѴop   AI   Ѵearning   environments   and   
possibiѴiঞes   for   user   experience   designers?   

● What   concrete   designers’   needs   shouѴd   be   addressed   
thereby?   

  
● What   are   the   best   strategiesņways   to   sensibiѴize   AI  

deveѴopers,   machine   Ѵearning   students   etc.   about   the   
ethicaѴ   impѴicaঞons   and   responsibiѴiঞes   of   their   work?     

Adopঞon   of   AI   in   organisaঞons     
Organisaঞons   that   integrate   AI   
technoѴogies   in   their   internaѴ   
operaঞons   need   mechanism   to   do   so   
in   a   way   that   aѴѴows   empѴoyees   to   be   
an   integraѴ   part   of   the   innovaঞon   
adopঞon   process   

  

● In   which   way   organizaঞons   need   to   deveѴop   in   terms   
of   structure   and   human   competencies   when   their   
overaѴѴ   funcঞoning   and   decisionŊmaking   processes   are   
increasingѴy   dependent   on   AI   systems?   

● What   adaptaঞon   is   required   from   organizaঞons   with   
regard   to   their   sociaѴ   interacঞng   systems,   core   
funcঞons   and   the   embedded   organizaঞonaѴ   contexts?     

● How   can   effecঞve   controѴ   be   ensured   in   an   
organisaঞonaѴ   context   so   that   AI   systems   act   in   a   
responsibѴe,   transparent   and   responsive   manner?   



  

  

  

ѵ.Ɛ   Demysঞfying   AI:   Transparency,   UnderstandabiѴity,   Diversity,   ControѴ   

To  deveѴop  effecঞve  approaches  for  demysঞfying  AIķ  exisঞng  misconcepঞons  of  AI  heѴd  by               
different  types  of  actors  need  to  be  be�er  understood  Őeĺgĺ  users  in  private  contextsķ                
decisionŊmakers  in  professionaѴ  useķ  poѴicyŊmakersőĺ  GeneraѴ  pubѴic  percepঞons  of  AI  and             
misconcepঞons  of  specific  types  of  AI  systems  are  increasingѴy  being  studiedķ  especiaѴѴy  from  the                
perspecঞve  of  humanŊcomputer  interacঞon  Őeĺgĺ  EsѴami  et  aѴĺķ  ƑƏƐѵĸ  AѴizadeh  et  aѴĺķ  ƑƏƑƐőĺ               
ParঞcuѴarѴy  reѴevant  are  studies  of  usersĽ  mentaѴ  modeѴs  of  AI  and  how  these  are  reѴated  to                  
system  affordances  Őeĺgĺ  Devito  et  aѴĺķ  ƑƏƐѶĸ  EsѴami  et  aѴĺķ  ƑƏƐѵĸ  HernandezŊBocanegra  ş  ZiegѴerķ                
ƑƏƑƐőĺ  But  how  to  support  the  deveѴopment  of  suitabѴe  mentaѴ  modeѴs  of  AI  has  soŊfar  been  Ѵi�Ѵe                   
addressed   ŐKuѴesza   et   aѴĺķ   ƑƏƐƒőĺ   

Some  generaѴ  principѴes  from  exisঞng  knowѴedge  in  humanŊcomputer  interacঞon  wiѴѴ  ѴikeѴy  appѴy              
to  humanŊAI  interacঞonķ  but  specific  consideraঞons  wiѴѴ  be  needed  for  different  types  of  AI  in                 
different  contexts  of  useĺ  In  parঞcuѴarķ  this  concerns  the  roѴe  of  sociaѴ  context  and  sociaѴ                 
interacঞons  in  the  formaঞon  of  mentaѴ  modeѴs  and  theories  about  AI  Őeĺgĺ  ľfoѴk  theoriesĿ  ŐDevito                 
et   aѴĺķ   ƑƏƐѶőő   where   few   substanঞaѴ   findings   are   avaiѴabѴe   so   farĺ     

We  beѴieve  that  the  four  ѴeveѴs  of  affordances  that  we  have  highѴighted  in  this  study  ŐChapter  Ɠő                   
can  provide  some  generaѴ  orientaঞonķ  but  how  exactѴy  they  can  be  best  put  in  pracঞce  is  sঞѴѴ  a                    
wideѴy  open  quesঞon  that  requires  much  further  researchĺ  Some  of  the  main  chaѴѴenges  and                
research   direcঞons   in   this   regard   we   summarize   beѴowĺ   

Tuanvpauenc�   of   AI   puevence   ŎļAI   invideĽŏ   

The  need  for  transparent  signaѴѴing  of  the  use  of  AI  in  a  given  system  to  its  users  has  aѴready                     
been  highѴighted  in  some  research  ŐHamiѴton  et  aѴĺķ  ƑƏƐƓő  and  normaঞve  guideѴines  Ősee  FjeѴd  et                 
aѴĺķ  ƑƏƑƏőĺ  But  what  ѴeveѴ  of  detaiѴ  this  signaѴѴing  shouѴd  provide  Őeĺgĺ  just  in  generaѴ  vsĺ  specific                   
funcঞonaѴiঞeső   and   with   what   type   of   informaঞon   Őeĺgĺ   purposeķ   effectső   are   sঞѴѴ   open   quesঞonsĺ     

In  Chapter  ƓĺƐ  we  have  proposed  severaѴ  different  ѴeveѴs  of  signaѴѴing  for  ensuring  that  users  can                  
form  a  meaningfuѴ  awareness  about  the  roѴeķ  purposes  and  effects  of  the  use  of  AI  in  a  systemĺ                    
But  how  these  different  ѴeveѴs  of  signaѴѴing  of  AI  presence  shouѴd  be  providedķ  so  that  they                  
a�ract  user  a�enঞon  and  avoid  informaঞon  overѴoadķ  are  easiѴy  understandabѴe  and  engaging  are               
aѴѴ   open   and   chaѴѴenging   quesঞons   for   further   researchĺ   

Some  of  these  chaѴѴenges  are  reѴated  to  psychoѴogicaѴ  factors  determining  user  acceptance  of               
expѴanaঞons  of  AI  resuѴts  Ősee  review  in  Wang  et  aѴĺķ  ƑƏƐƖőĺ  Other  reѴate  to  experiences  from                  
previous  work  on  designing  interacঞve  systems  that  sঞmuѴate  reflecঞon  and  behaviouraѴ  change              
Őeĺgĺ  in  heaѴth  ŐKocieѴnik  et  aѴĺķ  ƑƏƐѶbőķ  Ѵearning  ŐKocieѴnik  et  aѴĺķ  ƑƏƐѶaő  or  proŊenvironmentaѴ                
behaviour  ŐNovak  et  aѴĺķ  ƑƏƐѶĸ  KoroѴeva  et  aѴĺķ  ƑƏƐƖĸ  Bक़ckѴe  et  aѴĺķ  ƑƏƐѶőőķ  and  consider  the  roѴe  of                    
sociaѴ  interacঞon  in  doing  so  Őeĺgĺ  PѴoderer  et  aѴĺķ  ƑƏƐƓőĺ  The  form  in  which  such  expѴanaঞons                  
shouѴd  be  provided  is  cѴoseѴy  reѴated  to  research  on  different  types  of  expѴanaঞons  and  their                 
presentaঞons   from   humanŊcentric   approaches   to   expѴainabѴe   AI   Őeĺgĺ   Wang   et   aѴĺķ   ƑƏƐƖőĺ     

  

Ɠ͓Ɩ   

Invesঞgaঞng  mentaѴ  modeѴs  users  have  of  different  types  of  AI  systems  shouѴd  idenঞfy  design                
consideraঞons  and  system  affordances  that  need  to  be  addressed  to  aѴѴow  peopѴe  to  form                
correct  mentaѴ  modeѴs  of  AI.  Achieving  this  wiѴѴ  enabѴe  both  a  safer  and  a  more  producঞve                  
use  of  AI  and  its  benefits.   This  research  shouѴd  be  undertaken  in  interdiscipѴinary  teams  that                 
can  both  uncover  the  underѴying  psychoѴogicaѴ  and  sociaѴ  issues  in  the  formaঞon  of  mentaѴ                
modeѴs  in  humanŊAI  interacঞonķ  and  propose  concrete  design  soѴuঞons  and  guideѴines  to              
address   themĺ   



  

  

  

Research  in  expѴainabѴe  AI  has  aѴso  aѴready  shown  that  different  types  of  users  may  require                 
different  types  of  expѴanaঞons  for  different  purposes  Őeĺgĺ  Bha�  et  aѴĺķ  ƑƏƑƏőĺ  But  since  AI  is  o[en                   
used  in  wideŊscope  systems  serving  very  different  types  of  users  Őeĺgĺ  search  enginesķ  sociaѴ                
networksķ  recommendaঞon  systemsőķ  expѴanaঞons  of  the  presenceķ  purposes  and  effects  of  AI  in               
such   systems   cannot   be   provided   in   the   same   wayķ   at   the   same   ѴeveѴ   of   detaiѴ   for   aѴѴ   usersĺ     

This  points  to  further  research  on  ŐuserŊcontroѴѴedő  adaptabiѴity  of  expѴanaঞons  of  AI  presenceĺ               
This  couѴd  incѴude  techniques  such  as  scaffoѴding  Őeĺgĺ  from  computerŊsupported  Ѵearningőķ  that              
aѴѴow  different  ѴeveѴs  of  compѴexity  to  coŊexist  and  be  uncovered  progressiveѴy  without              
overburdening   the   user   ŐJackson   et   aѴĺķ   ƐƖƖѶĸ   Sharma   ş   Hannafinķ   ƑƏƏƕőĺ     

Further  research  in  this  area  couѴd  thus  benefit  from  buiѴding  on  exisঞng  work  in  aѴgorithmic                 
awareness  Őeĺgĺ  AѴvarado  ş  Waernķ  ƑƏƐѶĸ  EsѴami  et  aѴĺķ  ƑƏƐƔĸ  Lee  et  aѴĺķ  ƑƏƐƖĸ  HamiѴton  et  aѴĺķ                   
ƑƏƐƓőķ  expѴainabѴe  AI  Őeĺgĺ  Wang  et  aѴĺķ  ƑƏƐƖőķ  humanŊAI  interacঞon  Őeĺgĺ  Amershi  et  aѴĺķ  ƑƏƐƖĸ                 
Zang  et  aѴĺķ  ƑƏƑƏő  and  persuasive  communicaঞon  for  behaviouraѴ  change  Őeĺgĺ  De  Wit  et  aѴĺķ                 
ƑƏƏѶĸ   MoyerŊGus࣐ķ   ƑƏƏѶĸ   Novak   et   aѴĺķ   ƑƏƐѶĸ   KoroѴeva   et   aѴĺķ   ƑƏƐƖőĺ     

FinaѴѴyķ  as  the  transparent  provision  of  different  ѴeveѴs  of  informaঞon  about  the  presence  and                
purposes  of  AI  use  in  a  system  depends  on  the  wiѴѴingness  of  companies  to  provide  it  Őwhich  in                    
turn  depends  on  their  business  modeѴsőķ  this  research  shouѴd  aѴso  consider  reguѴatory  aspects               
Őeĺgĺ  mandaঞng  discѴosure  through  Ѵawő  or  other  forms  of  incenঞves  Őeĺgĺ  providing  transparency               
of   AI   presence   to   increase   user   trustőĺ   

Undeuv|andabiѲi|�   of   opeuaࢼonaѲ   puincipѲevĶ   puopeuࢼev   and   uivkv   of   AI   

AI  modeѴs  that  are  interpretabѴe  by  design  are  a  prerequisite  for  reѴiabѴe  expѴanaঞons  that                
different  types  of  users  and  stakehoѴders  can  understandĺ  PostŊhoc  expѴanaঞons  of  bѴack  box              
machine  Ѵearning  modeѴs  are  o[en  unreѴiabѴe  and  can  be  misѴeading  even  for  AI  experts  ŐRudinķ                 
ƑƏƐƖĸ   Rudin   ş   Radinķ   ƑƏƐƖőĺ     

Combining  research  on  interpretabѴe  machine  Ѵearning  Őeĺgĺ  representaঞonaѴ  Ѵearningő  with            
research  on  humanŊAI  interacঞon  carries  the  promise  of  deveѴoping  new  soѴuঞons  for              
trustworthy  AI  systems  that  are  verifiabѴe  by  experts  and  whose  workings  and  consequences  can                
be  appropriateѴy  expѴained  to  Ѵay  endŊusers  and  stakehoѴdersĺ  Ensuring  interpretabiѴity  is  aѴso              
required  for  showing  how  the  internaѴ  workings  of  AI  modeѴs  reѴate  to  both  expected  benefits                 
and  potenঞaѴ  risksĺ  Uncovering  and  making  such  reѴaঞonships  observabѴe  is  cruciaѴ  for  enabѴing               
criঞcaѴ   reflecঞonĺ     

We  have  proposed  that  one  way  to  address  this  is  to  make  the  key  hidden  properঞes  and  risks  of                     
AI  understandabѴe  to  endŊusersĺ  A  Ѵarge  body  of  work  has  aѴready  invesঞgated  how  different                
types  of  expѴanaঞons  of  resuѴts  of  AI  systems  can  heѴp  users  deveѴop  some  understanding  of  why                  
a  specific  AI  system  has  produced  a  specific  resuѴt  in  the  given  situaঞon  Ősee  eĺgĺ  ŐMiѴѴerķ  ƑƏƐƕĸ                   
AbduѴķ  ƑƏƐƖĸ  Wang  et  aѴĺķ  ƑƏƐƖő  for  an  overviewőĺ  But  research  on  how  endŊusers  can  be  enabѴed                   
to  understand  the  underѴying  properঞes  of  AI  Őeĺgĺ  sensiঞvityķ  temporaѴ  effectső   and  their               
consequencesķ   is   to   the   best   of   our   knowѴedge   in   its   infancyĺ     

  

Ɣ͓Ə   

EstabѴishing  user  awareness  of  AI  presence  and  the  purposes  of  its  use  in  a  given  system  is                   
onѴy  a  starঞng  pointķ  not  the  finaѴ  purposeĺ  To  fuѴѴy  empower  a  reflecঞve  use  of  AI  by                   
endŊusers  requires  them  to  deveѴop  a  be�er  understanding  of  what  AI  isķ  how  it  operates  and                  
what  effects  and  risks  its  use  can  resuѴt  inĺ   An  overarching  research  quesঞon  we  see  here  is:                   
What  is  the  ѴeveѴ  of  expѴainabiѴity  that  is  required  by  end-users  to  understand  the  main                 
workings   and   consequences   of   AI   systems,   so   that   these   can   be   used   reflecঞveѴy?     



  

  

  

AccordingѴyķ  open  quesঞons  for  further  research  aboundĺ  This  starts  with  diametricaѴѴy  opposing              
views  of  whether  such  an  understanding  can  be  acquired  by  endŊusers  without  proper  formaѴ                
educaঞonĺ  As  argued  in  Chapter  ƒķ  we  acknowѴedge  that  expertŊѴeveѴ  understanding  of  AI               
systems  cannot  be  expected  from  ľѴaypeopѴeĿķ  since  even  for  AI  deveѴopers  the  compѴexiঞes               
invoѴved   can   be   daunঞngĺ     

We  propose  that  further  research  couѴd  and  shouѴd  aim  at  idenঞfying  key  properঞes  of  AI                 
systems  thatķ  if  exposed  to  users  in  appropriate  waysķ  can  heѴp  them  grasp  both  the  underѴying                  
nature  of  AIķ  its  benefits  and  possibѴe  risks  invoѴved  in  its  unreflected  useĺ   We  have  proposed  five                   
such  key  properঞes  of  AI:   venviࢼ�i|�  of  AI  aѲgoui|hmv ,   nonňѲineaui|�   and   |empouaѲ  effec|v ,  the                
ļbiudvňe�e  �ie�Ľ  and   pui�ac�  pueveu�aࢼonĸ  But  there  are  bound  to  be  othersķ  possibѴy  depending                
on   specific   cѴasses   of   AI   techniques   or   contexts   of   useĺ   

These  are  highѴy  interdiscipѴinary  chaѴѴengesĺ  Research  in  various  fieѴds  has  shown  that  the               
effecঞveness  of  informaঞon  or  expѴanaঞons  about  compѴex  issues  or  phenomena  depends  on              
many  factorsķ  such  as  the  compaঞbiѴity  with  exisঞng  beѴiefs  and  opinions  ŐKnobѴochŊWesterwick              
et   aѴĺķ   ƑƏƑƏőķ   the   message   styѴe   or   narraঞve   framing   Őeĺgĺ   De   Wit   et   aѴĺķ   ƑƏƏѶőĺ     

On  one  handķ  promising  avenues  for  further  work  couѴd  incѴude  integraঞng  interpretabѴe              
machine  Ѵearning  with  research  on  narraঞve  strategies  from  persuasive  communicaঞon  Őeĺgĺ             
SѴaterķ  ş  Rounerķ  ƑƏƏƑő  and  with  exisঞng  work  on  humanŊcentric  perspecঞves  on  expѴainabѴe  AI                
Őeĺgĺ  MiѴѴerķ  ƑƏƐƕĸ  Wang  et  aѴĺķ  ƑƏƐƖőĺ  Lessons  from  behaviouraѴ  change  and  communicaঞon               
regarding  heaѴth  risks  or  proŊenvironmentaѴ  behaviour  aѴso  suggest  that  using  negaঞve             
messaging  to  highѴight  risks  is  Ѵess  effecঞve  than  posiঞve  messagingĺ   AccordingѴyķ   soѴuঞons  for               
exposing  hidden  properঞes  of  AI  and  their  reѴaঞon  to  potenঞaѴ  risk  shouѴd  aѴso  address  the                 
expected  benefits  of  AI  in  a  given  system ĺ  If  expѴanaঞons  are  used  as  a  method  of  addressing                   
this  chaѴѴengeķ  soѴuঞons  need  to  be  found  that  make  such  expѴanaঞons  reѴatabѴe  to  the  userķ  to                  
their   current   experience   and   current   contextĺ     

By  interacঞveѴy  engaging  with  the  systemķ  users  wouѴd  not  onѴy  understand  it  be�erķ  but  aѴso  be                  
be�er  abѴe  to  consciousѴy  decide  if  they  are  wiѴѴing  to  use  the  system  at  aѴѴĺ  As  Ѵearning  from                    
experience  happens  through  reflecঞng  on  what  one  has  experiencedķ  the  design  of  such               
soѴuঞons  couѴd  aѴso  be  informed  by  the  theory  of  experienঞaѴ  Ѵearning  and  its  appѴicaঞons  Őeĺgĺ                 
KoѴbķ   ƐƖѶƓĸ   Morrisķ   ƑƏƐƖőĺ     

  

Ɣ͓Ɛ   

Some  quesঞons  for  further  research  thus  incѴudeĹ   What  are  the  most  important  properঞes  of                
AI  that  shouѴd  be  understood  by  users  to  aѴѴow  competent  and  reflecঞve  use  of  AI?   How                  
couѴd  hidden  properঞes  of  AI  be  exposed  and  made  understandabѴe  to  the  users?   How  couѴd                 
this  be  achieved  so  that  users  internaѴize  this  understanding  in  newķ   more  appropriate  mentaѴ                
modeѴs   of   AI,   its   benefits   and   risks   it   carries?     

This  iѴѴustrates   another  major  chaѴѴenge Ĺ   How  to  devise  expѴanaঞons  of  operaঞonaѴ  principѴes              
and  properঞes  of  AI  that  are  comprehensibѴe  for  a  wide-range  of  users,  whiѴe  sufficientѴy                
precise   to   set   the   ground   for   understanding   subsequent   expѴanaঞons   of   potenঞaѴ   risks?   

In  this  areaķ  a  promising  avenue  for  future  work  are   interacঞve  expѴanaঞons   that  aѴѴow  users                 
to  acঞveѴy  construct  their  understanding  of  the  system  operaঞon  and  its  underѴying              
properঞes ķ  aѴong  the  Ѵines  of  construcঞvist  theories  of  Ѵearning  ŐAckermannķ  ƐƖƖѵőĺ  This  couѴd               
expand  exisঞng  work  on  interacঞve  recommender  systems  ŐHe  et  aѴĺķ  ƑƏƐѵĸ  Jugovac  ş               
Jannachķ  ƑƏƐƕő  and  interacঞve  machine  Ѵearning  ŐDudѴey  ş  Kristenssonķ  ƑƏƐѶőķ  that  has              
aѴready   shown   how   interacঞvity   can   provide   important   benefits   in   usersĽ   understanding   of   AIĺ    



  

  

  

Di�euvi|�   and   ļbiudvňe�e   �ie�Ľ   

DeveѴoping  an  awareness  and  understanding  of  possibѴe  individuaѴ  and  societaѴ  effects  of  AI  use                
requires  the  abiѴity  to  take  on  a  birdsŊeye  viewķ  that  shows  possibѴe  views  of  the  system  and  its                    
resuѴts  as  it  wouѴd  be  experienced  by  many  different  users  ŐChapter  ƒĺƐĺƑőĺ  Such  views  are  not                  
avaiѴabѴe  to  normaѴ  users  as  the  system  behaviour  and  resuѴts  they  experience  are  o[en                
dependent  on  their  preference  profiѴes  and  previous  interacঞon  with  the  system  ŐHamiѴton  et  aѴĺķ                
ƑƏƐƓőĺ  That  makes  it  difficuѴt  to  understand  how  a  system  using  AI  may  Ѵead  to  harmfuѴ  effectsķ                   
such   as   faciѴitaঞng   misinformaঞon   or   onѴine   radicaѴizaঞon   ŐRibeiro   et   aѴĺķ   ƑƏƑƏőĺ   

A  case  in  point  is  the  design  of  recommender  systems  for  news  recommendaঞons  with  respect                 
to  personaѴizaঞon  and  diversity  issuesĺ  As  AIŊdriven  recommender  systems  for  news             
recommendaঞon  opঞmize  for  user  engagement  and  empѴoy  coѴѴaboraঞve  fiѴteringķ  their            
recommendaঞons  are  cѴoseѴy  taiѴored  to  inferred  user  interests  ŐChapter  ƓĺƑĺƑő  ŐBernstein  et  aѴĺķ               
ƑƏƑƏőĺ  This  reduces  both  the  diversity  of  informaঞon  and  the  awareness  of  avaiѴabѴe               
perspecঞvesĺ   The   birdĽs   eye   view   is   missingĺ     

This  reѴates  a  number  of  exisঞng  research  chaѴѴenges  to  the  goaѴs  of  Reflecঞve  AIĺ  On  one  hand                  
this  research  can  buiѴd  on  exisঞng  work  on  interacঞve  and  diversityŊopঞmizing  recommender              
systems  Őeĺgĺ  in  the  news  domain  Vrijenhoek  et  aѴĺķ  ƑƏƑƏőĺ  This  incѴudes  chaѴѴenges  such  asĹ  How                  
can  diversity  in  news  recommendaঞon  systems  be  quanঞfied  in  accordance  with  normaঞve              
consideraঞons?   How   shouѴd   diverse   content   be   integrated   in   recommender   seমngs?     

This  is  addiঞonaѴѴy  compѴicated  by  both  psychoѴogicaѴ  factors  and  exisঞng  user  expectaঞons  that               
have  been  formed  through  their  experience  of  exisঞng  highѴy  personaѴized  systems  Őeĺgĺ              
perceiving  diversity  in  recommendaঞons  as  poor  performance  or  paternaѴisঞc  ŐBernstein  et  aѴĺķ              
ƑƏƑƏőőĺ  Howeverķ  addressing  these  issues  is  not  just  a  technicaѴ  chaѴѴengeĺ  Normaঞve              
consideraঞons  regarding  diversity  in  sources  and  perspecঞves  are  aѴso  difficuѴt  to  define  and  sঞѴѴ                
missingĺ     

  

Ɣ͓Ƒ   

Further  research  shouѴd  thus  invesঞgate  possibiѴiঞes  for  aѴѴowing  users  to  experience  such  a              
birds-eye  view,  to  enabѴe  them  to  grasp  how  different  users  may  experience  very  different                
views   of   the   system   and   the   informaঞon   it   presents   them.     

Incorporaঞng  such  funcঞonaѴiঞes  in  the  design  of  AI  systems  is  one  way  to  support  an                 
awareness  of  specific  hidden  properঞes  of  AI  and  their  effectsĺ  This  Ѵeads  to  research                
quesঞons  such  asĹ   How  couѴd  AI  systems  (e.g.  recommender  systems)  inform  the  users  where                
they  stand  with  regards  to  other  users?   How  couѴd  personaѴizaঞon  be  baѴanced  with  an                
awareness   of   a   diversity   of   possibѴe   views,   without   overwheѴming   the   users?   

Thusķ  difficuѴt  chaѴѴenges  in  providing  a  ľbirdsŊeye  viewĿ  to  faciѴitate  a  more  reflecঞve  use  of  AI                  
caѴѴ  for  further  researchĺ  Some  of  these  incѴudeĹ   How  can  diversity  and  perspecঞves  in                
recommender  systems  be  defined  and  measured   Őeĺgĺ  in  news  recommendaঞons  or  in  the               
seѴecঞon  of  posts  in  sociaѴ  networkső?  What  normaঞve  consideraঞons  are  required  to  ensure               
transparency   between  personaѴizaঞon  and  a  birdsŊeye  view  for  users?  How  couѴd  such              
principѴes   be   transѴated   into   design   decisions   that   saঞsfy   user   needs   Őeĺgĺ   reѴevant   contentő?     

How  shouѴd  AI  systems  give  users  effecঞve  autonomy  and  controѴ  over  the  ѴeveѴ  of                
personaѴizaঞon  they  desire?   And  what  wouѴd  peopѴe  need  to  understand   about  the  hidden               
properঞes  of  personaѴized  systemsķ  their  individuaѴ  and  societaѴ  consequences ,  to  competentѴy             
make   such   decisions?   



  

  

  

Con|uoѲ   o�eu   |he   �ve   of   peuvonaѲ   da|a   in   AI   Ŏļpui�ac�   pueveu�ing   AIĽŏ   

The  need  to  provide  human  controѴ  over  AI  processes  for  highŊrisk  appѴicaঞons  such  as  when  AI                  
aѴgorithms  are  used  to  support  decision  making  with  potenঞaѴѴy  significant  consequences  Őeĺgĺ              
heaѴthķ  jusঞceķ  recruiঞngő  has  been  highѴighted  in  a  number  of  proposaѴs  of  normaঞve  principѴes                
for  guiding  the  use  of  AI  Ősee  ŐFjeѴd  et  aѴĺķ  ƑƏƑƏő  for  a  reviewőĺ  In  researchķ  the  idea  of  ľhuman  in                       
the  ѴoopĿ  has  aѴso  been  invesঞgated  as  a  way  to  deveѴop  be�er  soѴuঞons  that  combine  human                  
and   machine   inteѴѴigenceĺ     

We  propose  that  the  idea  of  user  controѴ  shouѴd  be  expanded  as  a  generaѴ  principѴeķ  especiaѴѴy                  
with  respect  to  the  use  of  personaѴ  data  that  are  o[en  used  in  AI  appѴicaঞonsĺ   AI  systems  shouѴd                    
aѴways  aѴѴow  users  to   effecࢼ�eѲ�  controѴ  whether  and  to  what  extent  to  contribute  or  aѴѴow                 
access  to  personaѴ  data ĺ  That  is  both  a  foundaঞon  for  user  trust  and  a  prerequisite  for  buiѴding  an                    
understanding   of   the   underѴying   workings   of   the   system   and   the   consequences   of   its   useĺ   

On  one  handķ  this  requires   research  in  new  approaches  for  expѴaining  how  different  types  of  AI                  
appѴicaঞons  use  personaѴ  data  and  the  consequences  thereof ĺ  In  parঞcuѴarķ  the  exisঞng              
impѴementaঞons  of  GDPRŊcompѴiant  informaঞon  and  opঞons  for  restricঞng  the  coѴѴecঞon  and             
processing  of  personaѴ  data  are  probѴemaঞc  because  they  are  difficuѴt  to  understand  and               
overwheѴming  for  usersĺ   ReaѴ  user  controѴ  can  onѴy  occur  if  the  system  has   adeq�a|eѲ�  expѴained                 
its  workings  to  the  user,  the  purposes  of  using  personaѴ  data  by  AI  -  and  the  benefits  and                    
consequences   of   this   use.     

In  parঞcuѴarķ   transparency  regarding  possibѴe  acঞons  is  needed  for  users  shouѴd  they  perceive  a                
system  as  not  being  fair  or  discriminaঞng  against  them  in  the  treatment  of  their  dataĺ   Providing                  
users  with  more  controѴ  over  the  funcঞoning  of  AI  systems  (human-in-the-Ѵoop)  couѴd  aѴso               
provide  new  opportuniঞes  for  feedback  Ѵoops  between  endŊusers  and  system  deveѴopers  and              
support   a   more   humanŊcentric   deveѴopment   and   improvement   of   AI   systemsĺ   

In  order  to  enabѴe  users  to  reaѴѴy  understand  the  consequences  of  their  acঞonsķ   future  research                 
shouѴd  invesঞgate  how  compѴex  bureaucraঞc  and  technicaѴ  texts  couѴd  be  repѴaced  with              
exampѴes   of   concrete   effects   of   specific   privacy   choices   on   system   resuѴts   and   behaviour.     

This  wouѴd  make  it  much  easier  for  users  to  understand  the  stakes  invoѴved  in  a  given  case  and                    
make  informed  choicesĺ  AppѴying  techniques  from  AI  expѴainabiѴity  Őeĺgĺ  counterfactuaѴ  and             
contrasঞve  expѴanaঞonső  and  combining  them  with  strategies  from  storyteѴѴing  and  persuasive             
communicaঞon   seem   promising   avenues   for   that   kind   of   researchĺ     

Most  users,  companies  and  poѴicy-makers  are  unaware  that  privacy-preserving  techniques  for             
AI  exist  that  can  protect  personaѴ  data  whiѴe  aѴѴowing  AI  appѴicaঞons  that  require  them  to  safeѴy                  
and  secureѴy  process  themĺ   Educaঞng  companies,  researchers,  generaѴ  users,  decision  makers             
and  poѴicy  makers  aѴike,  about  the  possibiѴiঞes  of  privacy-preserving  AI   and  the  principѴes  of                
their  operaঞon  couѴd  dramaঞcaѴѴy   shi[  the  wrong  percepঞon  that  surrendering  privacy  is  a               
necessary   sacrifice    for   taking   advantage   of   AI   benefitsĺ     

HeѴping  usersķ  AI  deveѴopersķ  system  providers  and  reguѴators  understand  and  appѴy  the              
principѴes  and  possibiѴiঞes  of  privacyŊpreserving  AI  couѴd  heѴp  overcome  the  current  binary              
choice   of   ľ opt-in   or   don’t   use   it Ŀ   users   unwiѴѴingѴy   face   in   many   AI   appѴicaঞonsĺ     
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Future  research  shouѴd  invesঞgate  how  the  awareness  and  understanding  of  the  possibiѴiঞes              
of  privacyŊpreserving  techniques  couѴd  be  best  supportedķ  in  spite  of  their  technicaѴ              
compѴexityĹ   How  couѴd  the  underѴying  principѴes  of  such  privacy-preserving  techniques  and             
their   impѴicaঞons   in   pracঞce   be   expѴained   to   a   wide-range   of   users   and   stakehoѴders?     



  

  

  

ѵ.Ƒ   Designing   for   experienঞaѴ   Ѵearning   and   reflecঞve   AI   experiences   

One  approach  to  enabѴing  users  to  be  more  reflecঞve  in  their  use  of  AIķ  couѴd  be  to  compѴeteѴy                    
rethink  the  enঞre  user  experience  design  for  AI  systems ĺ  Rather  than  considering  AI               
transparencyķ  understandabiѴity  and  support  for  reflecঞve  use  as  addŊonsķ  the  enঞre  system              
shouѴd  be  designed  from  the  outset  with  these  goaѴs  in  mindĺ  For  exampѴeķ   user  experience                 
designers  couѴd  create  new  design  pa�erns  to  visuaѴize  and  reflect  properঞes  such  as  sensiঞvity                
or  uncertainty  not  onѴy  when  dispѴaying  AI  resuѴts  to  the  userķ  but  in  a  way  that  is  inherent  to                     
every  step  of  usersĽ  interacঞon  with  the  system  Őeĺgĺ  from  formuѴaঞng  a  queryķ  to  receiving                 
recommended   resuѴtsķ   to   anaѴysing   and   reŊadjusঞng   them   based   on   obtained   insightsőĺ     

Reflecঞon  is  typicaѴѴy  triggered  by  encountering  an  inconsistent  experienceķ  a  probѴem  that              
cannot  be  soѴved  in  the  usuaѴ  way  Őa  breakdown  ŐBaumerķ  ƑƏƐƔőőĺ  But  AI  systems  have  become  so                   
user  friendѴy  ŐprobѴemŊfreeő  that  they  no  Ѵonger  invite  such  reflecঞonĺ  Future  AI  designs  shouѴd                
thus  consider  integraঞng  ideas  of  soŊcaѴѴed  ľseamfuѴ  designĿ  ŐChaѴmers  ş  GaѴaniķ  ƑƏƏƓőķ  where               
rather  than  providing  a  seamѴess  experience  by  hiding  system  compѴexity  from  the  usersķ  the  user                 
interface  purposefuѴѴy  highѴights  possibѴe  irritaঞons  as  triggers  for  reflecঞon  Őeĺgĺ  ChaѴmers  ş              
GaѴaniķ   ƑƏƏƓĸ   Inman   ş   Ribesķ   ƑƏƐƖőĺ     

For  exampѴeķ  such  reflecঞon  triggers  couѴd  be  provided  when  system  resuѴts  are  uncertain  or                
highѴy  sensiঞve  to  smaѴѴ  changes  in  training  or  input  dataķ  or  when  the  consequences  of  taking                  
them  at  face  vaѴue  couѴd  negaঞveѴy  impact  other  peopѴeĺ  This  Ѵine  of  research  couѴd  aѴso  benefit                  
from  previous  work  on  interacঞve  systems  for  supporঞng  reflecঞon  Őeĺgĺ  Baumer  et  aѴĺķ  ƑƏƐƓĸ                
Baumerķ  ƑƏƐƔĸ  Karyda  et  aѴĺķ  ƑƏƑƐő  and  behaviouraѴ  change  Őeĺgĺ  Novak  et  aѴĺķ  ƑƏƐѶĸ  KoroѴeva  et                  
aѴĺķ   ƑƏƐƖĸ   Bक़ckѴe   et   aѴĺķ   ƑƏƐѶ   őĺ     

On  the  other  handķ  Ѵearning  about  key  properঞes  of  AI  systems  and  reflecঞng  on  their  effects  on                   
system  resuѴts  and  societaѴ  risks  requires  wiѴѴingnessķ  ঞmeķ  effort  and  triggers  for  conscious               
reflecঞon  ŐChapter  ƓĺƑĺƑőĺ  It  aѴso  requires  mechanisms  that  aѴѴow  for  experienঞaѴ  Ѵearningķ  iĺeĺ               
Ѵearning  through  reflecঞon  on  oneŝs  own  experienceķ  rather  than  being  educated  by  an  authorityĺ                
It  is  thus  difficuѴt  to  expect  users  to  reflect  on  their  experience  and  understanding  of  AIķ  whiѴe                   
they   are   using   an   AI   system   to   reach   their   goaѴķ   entertain   themseѴves   or   perform   a   taskĺ     
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Rather  than  viewing  privacy  and  AI  as  a  dichotomyķ  more  AI  research  is  needed  that  asksĹ   How                   
can  we  design  soѴuঞons  that  protect  individuaѴs,  but  sঞѴѴ  aѴѴow  companies,  governments  and               
society  to  harness  the  benefits  of  big  data  and  AI?   This  incѴudes  further  research  on                 
approaches  that  minimize  personaѴ  data  requirements  and   aѴѴow  endŊusers  themseѴves  to             
protect  their  privacy  by  aѴtering  data  in  ways  which  do  not  decrease  its  vaѴue  for  AI                  
appѴicaঞons   Őeĺgĺ   Choi   et   aѴĺķ   ƑƏƐƕőĺ      

AccordingѴyķ  an  approach  to  address  this  wouѴd  be  to   create  opportuniঞes  for  experienঞaѴ               
Ѵearning  outside  of  the  use  of  specific  AI  systems ĺ  This  couѴd  take  the  form  of  interacঞve                  
ľpѴaygroundsĿ  that  support  endŊusers  in  gaining  a  pracঞcaѴ  understanding  of  the  principѴesķ              
properঞes  and  effects  of  AI  through  an  experienঞaѴ  Ѵearning  approachķ  iĺeĺķ  Ѵearning  through               
reflecঞng  on  a  concrete  experience  ŐKoѴbķ  ƐƖѶƓĸ  Morrisķ  ƑƏƐƖőĺ  Future  research  couѴd              
invesঞgate  how  such  dedicated   interacঞve   environments  for  experienঞaѴ  Ѵearning  about  AI             
couѴd  be  designed  and  impѴemented.  Such  environments  shouѴd  aѴѴow  users  to  grasp  the               
nature  of  hidden  properঞes  of  AI  and  their  impѴicaঞons  at  the  personaѴ  and  societaѴ  ѴeveѴĺ  They                  
shouѴd  enabѴe  them  to  internaѴize  these  insights  into  be�er  mentaѴ  modeѴs  of  AI  systemsĺ  In                
this  report  we  proposed  an  exampѴe  approach  to  how  such  environments  couѴd  be  imagined                
ŐChapter   ƓĺƑĺƑő   



  

  

  

To  deveѴop  such  environments  a  number  of  difficuѴt  research  chaѴѴenges  need  to  be  addressedĺ                
MentaѴ  modeѴs  change  when  users  are  faced  with  reaѴ  experiences  and  need  to  reѴate  and                 
compare  them  to  exisঞng  modeѴs  of  previous  experience  ŐJohnsonŊLairdķ  ƐƖѶƒőĺ  We  argue  that               
pure  informaঞonŊbased  approaches  using  expѴanaঞons  ŐMiѴѴer  et  aѴĺķ  ƑƏƐƕő  and  teaching  about  AI               
faѴѴ  short  because  these  approaches  do  not  aѴѴow  peopѴe  to  Ѵearn  by  reflecঞng  on  actuaѴ                 
experiencesĺ   But  how  situaঞons  couѴd  be  created  in  which  end-users  couѴd  experience  the               
possibѴe  behaviour  of  AI  systems  and  their  possibѴe  individuaѴ  and  societaѴ  consequences  is  a                
wide-open   quesঞon.     

On  one  handķ   interacঞve  simuѴaঞons  of  specific  types  of  AI  techniques  that  make  their  behavior                 
and  properঞes  under  different  condiঞons  easiѴy  observabѴe  to  end-users  wouѴd  need  to  be               
deveѴopedĺ  A  number  of  interacঞve  machine  Ѵearning  tooѴkits  or  tooѴs  that  wouѴd  aѴѴow  such                
simuѴaঞons  in  principѴe  are  avaiѴabѴe  and  some  exampѴes  aѴѴow  users  to  expѴore  specific  AI                
aѴgorithms  by  interacঞveѴy  manipuѴaঞng  their  parameters ĺ  But  they  are  either  not  suitabѴe  for               14

users  without  technicaѴ  experঞseķ  or  they  focus  on  teaching  technicaѴ  skiѴѴs  Őeĺgĺ  Machine               
Learning  for  Kidső  Ŋ  and  they  donĽt  support  experienঞaѴ  Ѵearning  about  hidden  structuraѴ               
properঞes   of   AI   and   their   personaѴ   and   societaѴ   effectsĺ     

Arঞsঞc  approaches   have  aѴso  expѴored  engaging  peopѴe  with  reflecঞon  on  societaѴ  probѴems  of               
some  AI  technoѴogies  Őeĺgĺ  image  cѴassificaঞon őĺ  Work  on  nudging  users  towards  more  reflecঞve               15

onѴine  informaঞon  consumpঞon  for  fighঞng  fake  news  and  poѴarizaঞon  demonstrates  the             16 17

potenঞaѴ  of  gamificaঞon  to  engage  usersĺ  But  neither  aѴѴow  users  to  experience  the  underѴying                
structuraѴ   properঞes   of   AI   systems   and   how   these   are   connected   to   personaѴ   and   societaѴ   effectsĺ   

Further  research  shouѴd  invesঞgate  how  to  design  such  interacঞve  environments  that  aѴѴow  users               
to  experience  both  the  key  structuraѴ  properঞes  of  AI  Őeĺg  sensiঞvityķ  temporaѴ  effectső  and  their                 
reѴaঞon  to  possibѴe  risks  of  the  use  of  a  specific  cѴass  of  AI  techniquesĺ  For  exampѴeķ  by                   
extrapoѴaঞng  sampѴes  of  user  interacঞons  with  the  system  to  a  Ѵonger  period  and  showing  what                 
recommendaঞons   the   use   of   the   system   over   specific   interacঞon   paths   couѴd   resuѴt   inĺ     

Moreoverķ  such  simuѴaঞons  wouѴd  need  to  pѴace  the  observed  system  behaviour  in  reѴaঞon  to                
known  risks  and  possibѴe  impacts  on  users  in  reaѴŊworѴd  contexts  Őeĺgĺ  openness  to  extremist                
views  ŐRibeiro  et  aѴĺķ  ƑƏƑƏőőĺ  And  this  wouѴd  need  to  be  done  in  ways  that  aѴѴows  the  users  to                     
discover   and   observe   such   effects   in   a   trustworthy   environment   which   invites   reflecঞonĺ   

Exisঞng  approaches  to  expѴainabѴe  AI  cannot  achieve  thisķ  due  to  framing  it  as  a  technicaѴ                 
probѴemķ  or  at  best  a  probѴem  of  individuaѴ  cogniঞve  reasoning  about  a  specific  system  or  resuѴt                  
ŐWang  et  aѴĺķ  ƑƏƐƖőĺ  They  tend  to  negѴect  the  roѴe  of  sociaѴ  context  in  which  AI  is  used  in  spite  of                       
recent  studies  highѴighঞng  its  importance  ŐEsѴami  et  aѴĺķ  ƑƏƐѵĸ  Kou  ş  Guiķ  ƑƏƑƏőĺ  And  they  do  not                   
address  the  possibѴe  aggregated  effects  of  individuaѴ  resuѴts  and  decisions  based  on  them  and                
their   broader   societaѴ   consequencesĺ     

Another  criঞcaѴ  chaѴѴenge  for  successfuѴ  design  of  environments  for  experienঞaѴ  Ѵearning  about              
AI  is  the  inherent  effort  and  wiѴѴingness  needed  by  users  to  consciousѴy  engage  into  reflecঞon  on                  
the  resuѴts  and  the  behaviour  of  an  AI  system  whiѴe  using  itĺ   The  required  cogniঞve  effort  is  in                    
opposiঞon  to  usersĽ  expectaঞons  of  a  fricঞonѴess  use  of  such  systemsķ  whose  very  purpose  is  to                  
reduce  cogniঞve  compѴexity  and  informaঞon  overѴoad  ŐSchmi�  et  aѴĺķ  ƑƏƐѶĸ  Liķ  ƑƏƐƕőĺ  Moreoverķ               
peopѴe  may  ignore  the  expѴanaঞons  if  the  resuѴts  reinforce  their  exisঞng  beѴiefs              

14  See   projects   such   as:   Machine   Learning   for   Kids:    Ő h�ps:ņņmachineѴearningforkids.co.ukņŲ!ņweѴcome ő,   
GoogѴe   AI   Experiments    Őh�ps:ņņexperiments.withgoogѴe.comņcoѴѴecঞonņaiő ,   RapidMiner   
Ő h�ps:ņņrapidminer.comņ ő     
15  Excavaঞng   AI:    h�ps:ņņwww.excavaঞng.aiņ     
1ѵ  Bad   News:     h�ps:ņņwww.getbadnews.comņŲintro     
17  BѴue   Feed,   Red   Feed:     h�ps:ņņgraphics.wsj.comņbѴueŊfeedŊredŊfeedņ     
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https://machinelearningforkids.co.uk/%23!/welcome
https://rapidminer.com/
https://www.excavating.ai/
https://www.getbadnews.com/%23intro
https://graphics.wsj.com/blue-feed-red-feed/


  

  

  

ŐKnobѴochŊWesterwick  et  aѴĺķ  ƑƏƑƏő  or  defer  responsibiѴity  to  AI  because  that  provides  immediate               
graঞficaঞon  ŐRyffeѴ  ş  Wirthķ  ƑƏƑƏőĺ   This  is  especiaѴѴy  ѴikeѴy  when  the  presented  resuѴtsķ  their                
expѴanaঞons  and  system  behaviour  are  inconsistent  with  the  users  underѴying  intuiঞve             
understandingķ   iĺeĺ   their   mentaѴ   modeѴ   of   a   given   AI   systemĺ     

AѴѴ  of  the  above  are  aѴѴ  difficuѴt  chaѴѴenges  that  invite  further  research  at  the  intersecঞon                 
between  AI  research  in  generaѴķ  interpretabѴe  machine  Ѵearningķ  humanŊAI  interacঞon  and  various              
fieѴds  from  the  sociaѴ  sciences  such  as  ethicsķ  sociaѴ  psychoѴogyķ  Ѵearning  sciences  and               
communicaঞon  scienceĺ  The  integraঞon  of  construcঞvist  approaches  to  Ѵearning  ŐAckermannķ            
ƐƖƖѵĸ  Resnick  et  aѴĺķ  ƑƏƏƏő  and  experienঞaѴ  Ѵearning  ŐKoѴbķ  ƐƖѶƓĸ  Morrisķ  ƑƏƐƖő  can  provide                
vaѴuabѴe  insights  for  creaঞng  engaging  Ѵearning  experiences  that  heѴp  peopѴe  deveѴop  an              
understanding   of   how   AI   works   and   of   its   potenঞaѴ   personaѴ   and   societaѴ   impactĺ   

ѵ.ƒ   Work   pracঞces   in   AI   design   ş   deveѴopment   

In  secঞon  ƔĺƐ  of  this  report  we  idenঞfied  three  areas  that  are  import  for  the  estabѴishment  of                   
new  work  pracঞces  in  AI  design  and  deveѴopment  to  support  the  creaঞon  of  Reflecঞve  AI                 
technoѴogiesĹ  Ɛő  supporঞng  user  experience  designers  in  Ѵearning  about  AIķ  Ƒő  integraঞng  ethicaѴ               
awareness  consideraঞons  into  AI  deveѴopment  and  teachingķ  ƒő  integraঞng  interdiscipѴinary            
approaches  to  consider  context  of  use  in  AI  designĺ  We  are  suggested  severaѴ  possibѴe  ways  to                  
address   these   issuesĹ   

Ɣ Creaঞng  an  experienঞaѴ  Ѵearning  environment  where  user  experience  designers  can            
interacঞveѴy  Ѵearn  about  the  core  principѴes  and  properঞes  of  AI  Őas  aѴso  suggested  by                
Winter   ş   Jacksonķ   ƑƏƑƏő   

Ɣ DeveѴoping  a  set  of  guiding  quesঞons  for  teaching  AI  awareness  in  machine  Ѵearning               
courses   Őas   aѴso   suggested   by   SaѴtz   et   aѴĺķ   ƑƏƐƖő   

Ɣ Integraঞng  humanŊcentred  and  interdiscipѴinary  approaches  towards  AI  technoѴogies  to           
address  pressing  societaѴ  and  individuaѴ  issues  such  as  the  spread  of  misinformaঞon              
onѴine  or  the  deveѴopment  of  comprehensive  recommendaঞons  based  on  the  userŝs             
needsĺ   

These  iniঞaѴ  ideas  and  suggesঞons  caѴѴ  for  extended  further  researchĺ  For  instanceķ  future               
research  is  needed  to  understand  how  exactѴy  to  deveѴop   an  experienঞaѴ  Ѵearning  environment               
about  AI  specificaѴѴy  for  user  experience  designers   and  what  specific  needs  of  UX  designers                
shouѴd  be  addressed  when  doing  soĺ  Furthermoreķ  the  moঞvaঞons  of  designers  to  use  such                
environments  and  Ѵearn  more  about  AI  shouѴd  be  researched  in  more  detaiѴ  to  understand  be�er                 
how  to  keep  them  engaged  in  such  environments  and  provide  for  the  best  Ѵearning  outcomes                 
possibѴeĺ  If  such  experienঞaѴ  Ѵearning  seমngs  existķ  their  effecঞveness  as  weѴѴ  as  the               
effecঞveness   of   aѴternaঞve   approaches   towards   Ѵearning   shouѴd   be   tested   and   comparedĺ     

EthicaѴ  consideraঞons  shouѴd  be  integrated  as  an  essenঞaѴ  part  of  AI  deveѴopment  and  technicaѴ                
AI  educaঞonĺ  As  menঞoned  in  the  reportķ  some  of  the  main  guiding  principѴes  for  a  responsibѴe                  
design  and  use  of  AI  have  been  described  in  a  rising  number  of  documents  by  different  types  of                    
actors   Őfor   a   review   see   FjeѴd   et   aѴĺķ   ƑƏƑƏőĺ     

They  incѴude  privacyķ  accountabiѴityķ  safety  and  securityķ  transparency  and  expѴainabiѴityķ  fairness             
and  nonŊdiscriminaঞonķ  humanŊcontroѴ  of  technoѴogyķ  professionaѴ  responsibiѴityķ  promoঞon  of           
human  vaѴuesĺ  Howeverķ  it  shouѴd  be  further  researched  how  these  principѴes  couѴd  be  best  and                 
most  effecঞveѴy  integrated  within  the  work  of  AI  designers  and  deveѴopersĺ  One  important               
aspect  in  this  regard  is  the  ethicaѴ  awareness  buiѴding  in  AI  educaঞonĺ  Thusķ  it  shouѴd  be                  
conceptuaѴѴy  and  empiricaѴѴy  tested  which  approaches  towards  sensibiѴizing  students  from            
discipѴines   such   as   machine   Ѵearning   are   the   most   effecঞve   onesĺ    
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FinaѴѴyķ  as  demonstrated  in  ƔĺƐĺƒķ  interdiscipѴinary  work  and  approaches  are  cruciaѴ  in  deveѴoping               
AI  technoѴogies  that  are  humanŊcentric  and  account  for  the  context  of  use  of  such  technoѴogiesĺ                 
Thusķ  cѴoser  coѴѴaboraঞon  between  researchers  from  discipѴines  such  as  machine  Ѵearningķ             
computer  scienceķ  user  experience  designķ  psychoѴogyķ  phiѴosophyķ  sociaѴ  scienceķ  history  and  Ѵaw              
wiѴѴ  be  needed  aѴso  in  the  future  to  address  emerging  issues  in  the  deveѴopment  of  AI                  
technoѴogiesĺ  How  to  best  ensure  that  AI  research  and  deveѴopment  is  done  in  an                
interdiscipѴinary   seমng   in   the   future   is   thus   a   pressing   quesঞon   for   this   fieѴdĺ     

ѵ.Ɠ   OrganisaঞonaѴ   adopঞon   of   AI     

We  outѴined  the  need  for  organisaঞonaѴ  changes  in  order  to  ensure  that  organizaঞons  that  are                 
integraঞng  AI  technoѴogies  in  their  processes  consider  the  needs  of  the  empѴoyees  and  use                
parঞcipatory  mechanisms  and  formats  to  guarantee  that  this  is  happeningĺ  Furthermoreķ  we              
discussed  the  importance  of  vaѴue  changes  within  companies  and  the  adaptaঞon  of  their               
business  modeѴs  in  order  to  ensure  that  the  technoѴogies  they  are  providing  to  the  endŊusers                 
donĽt   compromise   the   principѴes   of   Reflecঞve   AI   designĺ     

To  tackѴe  some  of  these  issuesķ  we  suggestķ  simiѴar  to  ideas  outѴined  in  ѵĺƒ  and  ѵĺƑķ  the                   
estabѴishment  of  humanŊcentered  deveѴopment  and  Ѵearning  Ѵaboratories  on  Reflecঞve  AI            
embedded  within  the  organisaঞonaѴ  structureĺ  This  wouѴd  enabѴe  empѴoyees  to  Ѵearn  about  AI               
and  its  reflecঞve  use  within  the  context  of  the  organisaঞon  they  are  part  ofĺ  How  to  successfuѴѴy                   
impѴement  such  Ѵaboratoriesķ  what  needs  to  be  considered  when  doing  so  and  how  to  moঞvate                 
empѴoyees  to  parঞcipate  in  such  formats  are  aѴѴ  possibѴe  quesঞons  for  future  researchĺ  This                
concrete  suggesঞon  points  towards  one  possibѴe  soѴuঞonķ  but  there  might  be  other  approaches               
to  consider  to  ensure  that  organisaঞons  are  integraঞng  AI  in  their  processes  in  a  reflecঞve                 
mannerĺ     

Thereforeķ  it  shouѴd  be  further  researched  in  which  way  does  an  organizaঞon  need  to  deveѴop  in                  
terms  of  its  organizaঞonaѴ  structure  and  human  competencies  when  its  overaѴѴ  funcঞoning  and               
decisionŊmaking  funcঞons  are  increasingѴy  taken  over  by  AI  systems?  What  adaptaঞon  is              
required  from  the  organizaঞon  in  view  of  its  sociaѴ  interacঞng  systems  ŐempѴoyeesķ  teamsķ               
managersķ  cooperaঞonķ  communicaঞon  systemsőķ  its  core  funcঞons  Őeĺgĺ  programmesķ  processesķ            
instrumentső  and  the  embedded  organizaঞonaѴ  contexts?  How  can  effecঞve   oversight  and             
controѴ  be  ensured  by  the  organizaঞonaѴ  structure  and  aѴѴ  actors  invoѴved  so  that  AI  systems                 
conঞnuousѴy   act   in   a   responsibѴeķ   transparent   and   responsive   manner?   
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̮˥͓͓S͓ummarƺ͓ ͓͔
In  this  report  we  have  proposed  that  there  is  an   underrepresented   peuvpecࢼ�e   in  exisঞng                
research  and  pracঞce  on  ensuring  a  responsibѴe  design  and  use  of  AIĹ   the  need  to  empower                  
end-users  to  use  AI  reflecঞveѴy,  conscious  of  both  its  benefits  and  possibѴe  harms  of  uncriঞcaѴ                 
use.   To  fuѴѴy  achieve  and  enabѴe  thatķ  aѴѴ  the  different  actors  invoѴved  in  AI  designķ  appѴicaঞon  and                   
use  need  to  deveѴop  such  an  understanding  and  reflecঞve  pracঞceĺ  The  presented  anaѴysis               
suggests    five   main   observaঞons   that   can   guide   further   research   and   pracঞce   of   Reflecঞve   AI Ĺ   

Ɛ)   The  risks  of  AI  stem  not  onѴy  from  probѴems  in  AI  aѴgorithms,  but  aѴso  from  the  Ѵack  of                     
individuaѴ   and   societaѴ   understanding   of   AI   potenঞaѴs   and   risks   of   uncriঞcaѴ   use   of   AI.   

Harnessing   benefits  and   prevenࢼng  harms  of  AI  cannot  be  soѴved  aѴone  through  technoѴogicaѴ               
fixes  and  reguѴaঞonĺ  It  depends  on  a  compѴex  interpѴay  between  technoѴogyķ  societaѴ  governanceķ               
individuaѴ  behaviourķ  organizaঞonaѴ  and  societaѴ  dynamicsĺ  EnabѴing  peopѴe  to  understand  AI  and              
the   consequences   of   its   use   and   design   is   a   cruciaѴ   eѴement   for   ensuring   responsibѴe   use   of   AIĺ   

Ƒ)  AI  needs  to  be  demysঞfied  in  order  to  overcome  the  experience  gap  and  reach  AI  Ѵiteracy.                   
The   mysঞficaঞon   and   misconcepঞons   of   AI   threaten   its   producঞve   and   responsibѴe   use.     

The  experience  gap  is   the  difference  between  the  experience  that  peopѴe  have  with  AI  on  a                  
dayŊtoŊday  basis  and  the  experience  that  they  need  in  order  to  understand  AI  at  the  ѴeveѴ                  
necessary  to  enjoy  its  benefits  and  avoid  its  dangersĺ  This  appѴies  both  to  the  use  of  AI  in  private                     
contexts  and  in  professionaѴ  work  Őeĺgĺ  decisionŊmakersőĺ  Future  research  needs  to  understand              
misconcepঞons   of   AI   and   the   experience   gap   and   find   soѴuঞons   to   overcome   themĺ     

ƒ)  AI  modeѴs  need  to  be  interpretabѴe  by  design.  InterpretabiѴity  of  AI  is  a  prerequisite  for  an                   
informed   understanding   and   reflecঞve   pracঞce   by   end-users,   deveѴopers   and   designers   aѴike.     

PostŊhoc  expѴanaঞons  of  bѴack  box  machine  Ѵearning  modeѴs  are  o[en  unreѴiabѴe  and  can  be                
misѴeading  even  for  AI  expertsĺ  AI  modeѴs  that  are  interpretabѴe  by  design  are  a  prerequisite  for                  
reѴiabѴe  expѴanaঞons  that  different  types  of  users  and  stakehoѴders  can  understandĺ  Research  on               
interpretabѴe  machine  Ѵearning  combined  with  humanŊAI  interacঞon  is  cruciaѴ  for  trustworthy  AI              
systems  that  are  verifiabѴe  by  experts  and  whose  workings  and  consequences  can  be               
appropriateѴy   expѴained   to   Ѵay   endŊusers   and   stakehoѴdersĺ   

Ɠ)   Designing  for  Reflecঞve  AI  experiences  requires  changes  in  work  pracঞces  of  AI  deveѴopers                
and  designers.  User  experience  design  shouѴd  make  inherent  properঞes  and  risks  of  AI  modeѴs                
observabѴe   (e.g.   sensiঞvity,   diversity,   privacy),   without   overburdening   the   users.   

In  spite  of  a  growing  a�enঞon  to  ethicaѴ  issues  in  AI  deveѴopment  Őeĺgĺ  deŊbiasingķ  fairness  and                  
nonŊdiscriminaঞonőķ  more  awareness  of  the  underѴying  properঞes  of  AI  is  needed  in  AI               
deveѴopmentķ  research  and  teachingĺ  This  concerns  in  parঞcuѴar  the  effects  of  hidden  properঞes               
of  AI  on  its  resuѴts  and  the  risks  for  individuaѴ  and  societaѴ  harmsĺ  Educaঞng  user  experience                  
designers   about   AI   is   cruciaѴ   because   their   work   shapes   the   percepঞons   and   use   of   AIĺ     

Ɣ)   Reflecঞve  adopঞon  of  AI  innovaঞons  in  organisaঞons  requires  changes  in  organisaঞonaѴ              
vaѴues   and   pracঞces,   vaѴue   chains   and   processes   to   aѴign   with   the   needs   of   different   actors.   

Apparent  tradeŊoffs  between  commerciaѴ  goaѴsķ  the  vaѴues  of  the  users  and  the  principѴes  of                
transparencyķ  fairness  and  expѴainabiѴityķ  need  to  be  resoѴved  by  reconsidering  company  vaѴues              
and  business  modeѴsĺ  Idenঞfying  and  reaѴizing  AI  potenঞaѴs  in  organisaঞons  requires  parঞcipaঞve              
processes  that  enabѴe  the  diaѴogue  between  different  actors  Őeĺgĺ  empѴoyees  and  managersķ  AI               
deveѴopers  and  userső  about  their  needs  and  vaѴues  in  the  organizaঞonaѴ  contextĺ  EstabѴishing               
organisaঞonaѴ  Ѵaboratories  for  reflecঞve  AI  experiences  can  faciѴitate  humanŊcentered           
deveѴopment   of   and   organisaঞonaѴ   Ѵearning   about   AI   and   its   potenঞaѴ   for   organisaঞonsĺ    
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McCarthyķ  Jĺ  ŐƐƖƕƖőĺ  Ascribing  MentaѴ  QuaѴiঞes  to  Machinesĺ  Stanford  University  CaѴiforniaķ             
Department   of   Computer   Scienceĺ     

MichaeѴķ  Lĺ  ş  O�erbacherķ  Jĺ  ŐƑƏƐƓőĺ  Write  Like  I  WriteĹ  Herding  in  the  Language  of  OnѴine                  
Reviewsĺ  Proceedings  of  the  Ѷth  InternaঞonaѴ  Conference  on  WebѴogs  and  SociaѴ  Mediaķ              
ICWSMķ   ppĺ   ƒƔѵŊƒѵƔĺ   

MiѴѴerķ  Tĺķ  Howeķ  Pĺ  ş  Sonenbergķ  Lĺ  ŐƑƏƐƕőĺ  ExpѴainabѴe  AIĹ  Beware  of  Inmates  Running  the                 
AsyѴum  OrĹ  How  I  Learnt  to  Stop  Worrying  and  Love  the  SociaѴ  and  BehaviouraѴ  Sciencesĺ  IJCAI                  
ƑƏƐƕ   Workshop   on   ExpѴainabѴe   ArঞficiaѴ   InteѴѴigence   ŐXAIőĺ   

MohaѴѴickķ  Iĺķ  De  Moorķ  Kĺķ  ࠑzgक़bekķ  ࠑĺķ  ş  GuѴѴaķ  Jĺ  Aĺ  ŐƑƏƐѶőĺ  Towards  new  privacy  reguѴaঞons  in                   
europeĹ  UsersĽ  privacy  percepঞon  in  recommender  systemsĺ  In  InternaঞonaѴ  Conference  on             
Securityķ  Privacy  and  Anonymity  in  Computaঞonķ  Communicaঞon  and  Storageķ  Springerķ  Chamķ             
ppĺ   ƒƐƖŊƒƒƏ   ĺ   

MohasseѴķ  Pĺ  ş  Zhangķ  Yĺ  ŐƑƏƐƕőĺ  SecureMLĹ  A  system  for  scaѴabѴe  privacyŊpreserving  machine               
Ѵearningĺ   ƑƏƐƕ   IEEE   Symposium   on   Security   and   Privacyĺ   

MoosaviŊDezfooѴiķ  Sĺ  Mĺķ  Fawziķ  Aĺķ  ş  Frossardķ  Pĺ  ŐƑƏƐѵőĺ  DeepfooѴĹ  a  simpѴe  and  accurate  method                 
to  fooѴ  deep  neuraѴ  networksĺ  Proceedings  of  the  IEEE  conference  on  computer  vision  and                
pa�ern   recogniঞonķ   ppĺ   ƑƔƕƓŊƑƔѶƑĺ   

Morrisķ  Tĺ  Hĺ  ŐƑƏƐƖőĺ  ExperienঞaѴ  Ѵearning  ŋ  a  systemaঞc  review  and  revision  of  KoѴbĽs  modeѴĺ                 
Interacঞve   Learning   Environmentsĺ   

MoyerŊGus࣐ķ  Eĺ  ŐƑƏƏѶőĺ  Toward  a  Theory  of  Entertainment  PersuasionĹ  ExpѴaining  the  Persuasive              
Effects   of   EntertainmentŊEducaঞon   Messagesĺ   Communicaঞon   Theory   ŐƐѶ   Őƒőőķ   ppĺ   ƓƏƕŋƓƑƔĺ   

NauѴķ  Eĺ  ş  Liuķ  Mĺ  ŐƑƏƐƖőĺ  Why  Story  Ma�ersĹ  A  Review  of  Narraঞve  in  Serious  Gamesĺ  JournaѴ  of                    
EducaঞonaѴ   Compuঞng   Researchĺ   

Nickersonķ  Rĺ  Sĺ  ŐƐƖƖѶőĺ  Confirmaঞon  BiasĹ  A  Ubiquitous  Phenomenon  in  Many  Guisesĺ  Review  of                
GeneraѴ   PsychoѴogy   ŐƑ   ŐƑőőķ   ppĺ   ƐƕƔŊƑƑƏĺ   

Normanķ  Dĺ  ŐƐƖѶƒőĺ  Some  Observaঞons  on  MentaѴ  ModeѴsĺ  In  Dĺ  Gentner  ş  Aĺ  Stevens  ŐEdsĺőķ                 
MentaѴ   ModeѴsĺ   PsychoѴogy   Pressķ   ppĺ   ƕŋƐƓĺ   

Novakķ  Jĺ  ş  Peranovicķ  Pĺ  ŐƑƏƏƓőĺ  Supporঞng  ExperienঞaѴ  Learning  through  OnѴineņOnsite             
Interacঞon  and  CoѴѴaboraঞve  Use  of  MobiѴe  Devicesĺ  Workshop  on  Interacঞon  Design  for  CSCL               
in  Ubiquitous  Environments  at  MobiѴe  HCI  Ŋ  ѵth  InternaঞonaѴ  Conference  for  MobiѴe              
HumanŊComputer   Interacঞonĺ   

Novakķ  Jĺķ  MeѴenhorst  Mĺķ  MicheeѴķ  Iĺķ  Pasiniķ  Cĺķ  FraternaѴiķ  Pĺ  ş  RizzoѴiķ  AĺEĺ  ŐƑƏƐѶőĺ  Integraঞng                 
behaviouraѴ  change  and  gamified  incenঞve  modeѴѴing  for  sঞmuѴaঞng  water  savingĺ  EnvironmentaѴ             
ModeѴѴing   and   So[ware   ŐƐƏƑőķ   ppĺ   ƐƑƏŊƐƒƕĺ   

Novakķ  Jĺķ  Wienekeķ  Lĺķ  Dুringķ  Mĺķ  MicheeѴķ  Iĺķ  MeѴenhorstķ  Mĺķ  Morॕnķ  JĺGĺķ  Pasiniķ  Cĺķ                
TagѴiasacchiķ  Mĺ  ş  FraternaѴiķ  Pĺ  ŐƑƏƐƓőĺ  histoGraph  ŋ  A  VisuaѴizaঞon  TooѴ  for  CoѴѴaboraঞve               
AnaѴysis  of  HistoricaѴ  SociaѴ  Networks  from  MuѴঞmedia  CoѴѴecঞonsĺ  Proceedings  of  ƐѶth             
InternaঞonaѴ   Conference   Informaঞon   VisuaѴisaঞon   ŐƓőĺ   
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Nyhanķ  Bĺ  ş  Reiflerķ  Jĺ  ŐƑƏƐƏőĺ  When  Correcঞons  FaiѴĹ  The  Persistence  of  PoѴiঞcaѴ  Mispercepঞonsĺ                
PoѴiঞcaѴ   Behavior   ŐƒƑőķ   ppĺ   ƒƏƒŋƒƒƏĺ     

OĽCaѴѴaghanķ  Dĺķ  Greeneķ  Dĺķ  Conwayķ  Mĺķ  Carthyķ  Jĺķ  ş  Cunninghamķ  Pĺ  ŐƑƏƐƓőĺ  Down  the  ŐWhiteő                 
Rabbit   HoѴeĺ   SociaѴ   Science   Computer   Review   ŐƒƒŐƓőőķ   ppĺ   ƓƔƖŋƓƕѶĺ     

Obrenoviࣀķ  ĺ  ŐƑƏƐƑőĺ  Rethinking  HCI  educaঞonĹ  teaching  interacঞve  compuঞng  concepts  based             
on   the   experienঞaѴ   Ѵearning   paradigmĺ   Interacঞon   ŐƐƖŐƒőőķ   ppĺ   ѵѵŊƕƏĺ   

One  Hundred  Year  Study  on  ArঞficiaѴ  InteѴѴigence  ŐAIƐƏƏő  ŐƑƏƐѵőĺ  Stanford  UniversityĹ             
h�psĹņņaiƐƏƏĺstanfordĺeduĺ     

Osiurakķ  Fĺķ  Navarroķ  Jĺķ  ş  Reynaudķ  Eĺ  ŐƑƏƐѶőĺ  How  our  cogniঞon  shapes  and  is  shaped  by                  
technoѴogyĹ  a  common  framework  for  understanding  human  tooѴŊuse  interacঞons  in  the  pastķ              
presentķ   and   futureĺ   Fronঞers   in   psychoѴogy   ŐƖőķ   ppĺ   ƑƖƒĺ   

Pan࢞ķ   Lĺ   ŐƐƖƕƒőĺ   EѴements   of   ArঞficiaѴ   Ethics   for   Cogniঞve   and   MoraѴ   Agentsĺ   Noesisķ   ƒƒķ   ƒƖĺ   

Papernotķ  Nĺķ  McDanieѴķ  Pĺķ  GoodfeѴѴowķ  Iĺķ  Jhaķ  Sĺķ  CeѴikķ  Zĺ  Bĺķ  ş  Swamiķ  Aĺ  ŐƑƏƐƕőĺ  PracঞcaѴ                  
bѴackŊbox  a�acks  against  machine  Ѵearningĺ  In  Proceedings  of  the  ƑƏƐƕ  ACM  on  Asia  conference                
on   computer   and   communicaঞons   securityķ   ppĺ   ƔƏѵŊƔƐƖĺ   

Pariserķ  Eĺ  ŐƑƏƐƑőĺ  The  FiѴter  BubbѴeĹ  How  the  New  PersonaѴized  Web  Is  Changing  What  We  Read                  
and   How   We   Thinkĺ   Penguin   Booksĺ     

PfahѴerķ  Lĺ  ş  Morikķ  Kĺ  ŐƑƏƑƏőĹ  Fighঞng  FiѴter  BubbѴes  with  AdversariaѴ  Trainingĺ  Ƒnd  Workshop  on                 
Fairnessķ   AccountabiѴityķ   Transparency   and   Ethics   in   MuѴঞmediaĺ   

PѴodererķ  Bĺķ  Reitbergerķ  Wĺķ  OinasŊKukkonenķ  Hĺ  ş  van  GemertŊPijnenķ  Jĺ  ŐƑƏƐƓőĺ  SociaѴ              
interacঞon   and   reflecঞon   for   behaviour   changeĺ   Pers   Ubiquit   Comput   ŐƐѶőķ   ppĺ   ƐѵѵƕŋƐѵƕѵĺ   

Po�hast  Mĺķ  Kक़pseѴ  Sĺķ  Stein  Bĺ  ş  Hagen  Mĺ  ŐƑƏƐѵő  CѴickbait  Detecঞonĺ  InĹ  Ferro  Nĺ  et  aѴĺ  Őedső                    
Advances  in  Informaঞon  RetrievaѴĺ  ECIR  ƑƏƐѵĺ  Lecture  Notes  in  Computer  Science  ŐƖѵƑѵőķ              
Springerķ   Chamĺ     

Qua�rociocchiķ   Wĺ   ş   ScaѴaķ   Aĺ   ş   Sunsteinķ   Cĺ   Rĺ   ŐƑƏƐѵőĺ   Echo   Chambers   on   Facebookĺ   

Quintanaķ  Cĺķ  Reiserķ  Bĺ  Jĺķ  Davisķ  Eĺ  Aĺķ  Krajcikķ  Jĺķ  Fretzķ  Eĺķ  Duncanķ  Rĺ  Gĺķ  Kyzaķ  Eĺķ  EdeѴsonķ  Dĺ  ş                      
SoѴowayķ  Eĺ  ŐƑƏƏƓőĺ  A  scaffoѴding  design  framework  for  so[ware  to  support  science  inquiryĺ  The                
journaѴ   of   the   Ѵearning   sciences   ŐƐƒ   Őƒőőķ   ppĺ   ƒƒƕŊƒѶѵĺ   

Raafatķ  Rĺ  Mĺķ  Chaterķ  Nĺ  ş  Frithķ  Cĺ  ŐƑƏƏƖőĺ  Herding  in  humansĺ  Trends  in  Cogniঞve  Sciences                  
ŐƐƒŐƐƏőőķ   ppĺ   ƓƑƏŊƓƑѶĺ   

Radhaķ  Mĺķ  WiѴѴemsenķ  Mĺ  Cĺķ  Boerhofķ  Mĺķ  ş  IJsseѴsteijnķ  Wĺ  Aĺ  ŐƑƏƐѵőĺ  LifestyѴe               
Recommendaঞons  for  Hypertension  Through  RaschŊbased  FeasibiѴity  ModeѴingĺ  Proceedings  of           
the   ƑƏƐѵ   Conference   on   User   ModeѴing   Adaptaঞon   and   PersonaѴizaঞonķ   ppĺ   ƑƒƖŋƑƓƕĺ     

Raghavanķ  Mĺķ  Barocasķ  Sĺķ  KѴeinbergķ  Jĺ  ş  Levy  Kĺ  ŐƑƏƑƏőĺ  Miঞgaঞng  bias  in  aѴgorithmic  hiringĹ                 
evaѴuaঞng  cѴaims  and  pracঞcesĺ  Proceedings  of  the  ƑƏƑƏ  Conference  on  Fairnessķ  AccountabiѴityķ              
and   Transparency   ŐFATŖ   ŝƑƏőķ   ppĺ   ƓѵƖŋƓѶƐĺ   

Raoķ  Aĺķ  PaѴaciķ  Fĺ  ş  Chowķ  Wĺ  ŐƑƏƐƖőĺ  A  pracঞcaѴ  guide  to  ResponsibѴe  ArঞficiaѴInteѴѴigence  ŐAIőĺ                 
PwCĹ   wwwĺpwcĺcomņrai   

Resnickķ  Mĺķ  Berg  Rĺ  ş  Eisenbergķ  Mĺ  ŐƑƏƏƏő  Beyond  bѴack  boxesĹ  bringing  transparency  and                
aestheঞcs   back   to   scienঞfic   invesঞgaঞonĺ   JournaѴ   of   the   Learning   Sciences   ŐƖ   ŐƐőőķ   ppĺ   ƕŋƒƏĺ   

Ribeiroķ  Mĺ  Hĺķ  O�oniķ  Rĺķ  Westķ  Rĺķ  AѴmeidaķ  Vĺ  Aĺ  Fĺ  ş  Meiraķ  Wĺ  ŐƑƏƑƏőĺ  Audiঞng  radicaѴizaঞon                   
pathways  on  YouTubeĺ  Proceedings  of  the  ƑƏƑƏ  Conference  on  Fairnessķ  AccountabiѴityķ  and              
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Transparency  ŐFATŖ  ŝƑƏőĺ  Associaঞon  for  Compuঞng  Machineryķ  New  Yorkķ  NYķ  USAķ  ppĺ              
ƐƒƐŋƐƓƐĺ     

Richardsonķ  Rĺķ  SchuѴtzķ  Jĺ  ş  SutherѴandķ  Vĺ  ŐƑƏƐƖőĺ  Liঞgaঞng  AѴgorithms  ƑƏƐƖ  US  ReportĹ  New                
ChaѴѴenges   to   Government   Use   of   AѴgorithmic   Decision   Systemsĺ   AI   Now   Insঞtuteĺ   

Riniķ  Rĺ  ŐƑƏƐƕőĺ  Fake  News  and  Parঞsan  EpistemoѴogyĺ  Kennedy  Insঞtute  of  Ethics  JournaѴ  ŐƑƕ                
ŐƑSőőĺ   

Rudinķ  Cĺ  ş  Radinķ  Jĺ  ŐƑƏƐƖőĺ  Why  Are  We  Using  BѴack  Box  ModeѴs  in  AI  When  We  DonĽt  Need                     
To?   A   Lesson   From   An   ExpѴainabѴe   AI   Compeঞঞonĺ   Harvard   Data   Science   Reviewĺ     

Rudinķ  Cĺ  ŐƑƏƐƖőĺ  Stop  ExpѴaining  BѴack  Box  Machine  Learning  ModeѴs  for  High  Stakes  Decisions                
and   Use   InterpretabѴe   ModeѴs   Insteadĺ   Nature   Machine   InteѴѴigence   ŐƐőķ   ppĺ   ƑƏѵŊƑƐƔĺ   

Rutjesķ  Hĺķ  WiѴѴemsenķ  Mĺ  Cĺķ  ş  IJsseѴsteijnķ  Wĺ  Aĺ  ŐƑƏƐƖőĺ  Beyond  BehaviorĹ  The  CoachĽs                
Perspecঞve  on  TechnoѴogy  in  HeaѴth  Coachingĺ  Proceedings  of  the  ƑƏƐƖ  CHI  Conference  on               
Human   Factors   in   Compuঞng   Systemsķ   ppĺ   ƐŋƐƓĺ     

RyffeѴķ  Fĺ  Aĺ  ş  Wirthķ  Wĺ  ŐƑƏƑƏőĺ  How  perceived  processing  fluency  influences  the  iѴѴusion  of                 
knowing  in  Ѵearning  from  TV  reportsĺ  JournaѴ  of  Media  PsychoѴogyĹ  Theoriesķ  Methodsķ  and               
AppѴicaঞons   ŐƒƑ   ŐƐőőķ   ppĺ   ƑŋƐƒĺ   

SaѴtzķ  Jĺķ  Skirpanķ  Mĺķ  FiesѴerķ  Cĺķ  GoreѴickķ  Mĺķ  Yehķ  Tĺķ  Heckmanķ  Rĺķ  Dewarķ  Nĺ  ş  Beardķ  Nĺ  ŐƑƏƐƖőĺ                    
Integraঞng  Ethics  within  Machine  Learning  Coursesĺ  Associaঞon  for  Compuঞng  Machinery  ŐƐƖ             
ŐƓőőķ   ppĺ   ƐŊƑѵĺ   

SanchezŊRoѴaķ  Iĺķ  DeѴѴŝAmicoķ  Mĺķ  Kotziasķ  Pĺķ  BaѴzaroমķ  Dĺķ  BiѴgeķ  Lĺķ  Vervierķ  Pĺ  Aĺķ  ş  Santosķ  Iĺ                  
ŐƑƏƐƖőĺ  Can  i  opt  out  yet?  gdpr  and  the  gѴobaѴ  iѴѴusion  of  cookie  controѴĺ  Proceedings  of  the  ƑƏƐƖ                    
ACM   Asia   conference   on   computer   and   communicaঞons   securityķ   ppĺ   ƒƓƏŊƒƔƐĺ   

Sch࢜ferķ  Hĺķ  ş  WiѴѴemsenķ  Mĺ  Cĺ  ŐƑƏƐƖőĺ  RaschŊbased  taiѴored  goaѴs  for  nutriঞon  assistance               
systemsĺ  Proceedings  of  the  ƑƓth  InternaঞonaѴ  Conference  on  InteѴѴigent  User  Interfacesķ  ppĺ              
ƐѶŋƑƖĺ     

Schmi�ķ  Jĺ  Bĺķ  DebbeѴtķ  Cĺ  Aĺ  ş  Schneiderķ  Fĺ  Mĺ  ŐƑƏƐѶőĺ  Too  much  informaঞon?  Predictors  of                  
informaঞon  overѴoad  in  the  context  of  onѴine  news  exposureĺ  Informaঞonķ  Communicaঞon  ş              
Society   ŐƑƐ   ŐѶőőķ   ppĺ   ƐƐƔƐŊƐƐѵƕĺ   

SchnabeѴķ  Tĺķ  Amershiķ  Sĺķ  Benne�ķ  Pĺ  Nĺķ  BaiѴeyķ  Pĺ  ş  Joachimsķ  Tĺ  ŐƑƏƑƏőĺ  The  Impact  of  More                   
Transparent  Interfaces  on  Behavior  in  PersonaѴized  Recommendaঞonĺ  Proceedings  of  the  Ɠƒrd             
InternaঞonaѴ  ACM  SIGIR  Conference  on  Research  and  DeveѴopment  in  Informaঞon  RetrievaѴ             
ŐSIGIR   ŝƑƏőĺ   Associaঞon   for   Compuঞng   Machineryķ   New   Yorkķ   NYķ   USAķ   ppĺ   ƖƖƐŋƐƏƏƏĺ     

SegeѴķ  Eĺķ  ş  Heerķ  Jĺ  ŐƑƏƐƏőĺ  Narraঞve  visuaѴizaঞonĹ  TeѴѴing  stories  with  dataĺ  IEEE  TVCG  ŐƐѵ  Őѵőőķ                  
ppĺ   ƐƐƒƖŋƐƐƓѶĺ   

Serenkoķ  Aĺķ  ş  TureѴķ  Oĺ  ŐƑƏƐƔőĺ  Integraঞng  technoѴogy  addicঞon  and  useĹ  An  empiricaѴ               
invesঞgaঞon   of   Facebook   usersĺ   AIS   Transacঞons   on   RepѴicaঞon   Research   ŐƐ   ŐƐőőķ   ppĺ    Ƒĺ   

Sharmaķ  Pĺķ  ş  Hannafinķ  Mĺ  Jĺ  ŐƑƏƏƕőĺ  ScaffoѴding  in  technoѴogyŊenhanced  Ѵearning  environmentsĺ              
Interacঞve   Ѵearning   environments   ŐƐƔ   ŐƐőőķ   ppĺ   ƑƕŊƓѵĺ   

Shneidermanķ  Bĺ  ŐƑƏƑƏőĺ  HumanŊcentered  arঞficiaѴ  inteѴѴigenceĹ  ReѴiabѴeķ  safe  ş  trustworthyĺ            
InternaঞonaѴ   JournaѴ   of   HumanŋComputer   Interacঞon   Őƒѵ   Őѵőőķ   ppĺ   ƓƖƔŊƔƏƓĺ   

Shneidermanķ  Bĺ  ŐƑƏƑƐőĺ  HumanŊCentered  AIĺ  Issues  in  Science  and  TechnoѴogy  Őƒƕ  ŐƑőőķ  ppĺ               
ƔѵŊѵƐĺ     
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SѴaterķ  Mĺ  Dĺķ  ş  Rounerķ  Dĺ  ŐƑƏƏƑőĺ  EntertainmentŌeducaঞon  and  eѴaboraঞon  ѴikeѴihoodĹ             
Understanding  the  processing  of  narraঞve  persuasionĺ  Communicaঞon  theory  ŐƐƑ  ŐƑőőķ  ppĺ             
ƐƕƒŊƐƖƐĺ   

SokoѴķ  Kĺ  ş  FѴachķ  Pĺ  ŐƑƏƐѶőĺ  GѴassŊBoxĹ  ExpѴaining  AI  Decisions  With  CounterfactuaѴ  Statements               
Through  Conversaঞon  With  a  VoiceŊenabѴed  VirtuaѴ  Assistantĺ  Proceedings  of  the            
TwentyŊSeventh  InternaঞonaѴ  Joint  Conference  on  ArঞficiaѴ  InteѴѴigence  ŐIJCAIŊƐѶőķ  ppĺ           
ƔѶѵѶŊƔѶƕƏĺ   

Starkeķ  Aĺ  Dĺķ  WiѴѴemsenķ  Mĺ  Cĺķ  ş  Snijdersķ  Cĺ  ŐƑƏƐƕőĺ  Effecঞve  User  Interface  Designs  to  Increase                  
EnergyŊefficient  Behavior  in  a  RaschŊbased  Energy  Recommender  Systemĺ  Proceedings  of  the             
EѴeventh   ACM   Conference   on   Recommender   Systemsķ   ppĺ   ѵƔŋƕƒĺ     

Starkeķ  Aĺ  Dĺķ  WiѴѴemsenķ  Mĺ  Cĺķ  ş  Snijdersķ  Cĺ  ŐƑƏƑƏőĺ  With  a  Ѵi�Ѵe  heѴp  from  my  peersĹ  Depicঞng                    
sociaѴ  norms  in  a  recommender  interface  to  promote  energy  conservaঞonĺ  Proceedings  of  the              
ƑƔth   InternaঞonaѴ   Conference   on   InteѴѴigent   User   Interfacesķ   ppĺ   ƔѵѶŋƔƕѶĺ     

StrickѴandķ  Eĺ  ŐƑƏƐƖőĺ  RaciaѴ  Bias  Found  in  AѴgorithms  That  Determine  HeaѴth  Care  for  MiѴѴions  of                 
Paঞentsĺ  IEEE  SpectrumĹ     
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